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Role of Authentic Texts in Second Language Lexical Acquisition 

and Corpora-Based Approach to Language Teaching 

Martina LIPKOVÁ a1 

a Slovak  University of Technology in Bratislava, Faculty of Mechanical Engineering,                                

Department of Languages and Social Sciences, Námestie slobody 17, 812 31 Bratislava, Slovak Republic, 

martina.lipkova@stuba.sk  

 

Abstract 

The second language (L2) and specialist lexical acquisition are significant for university students’ ability to participate in 

international exchange study programs, research cooperation, communicating around the topics concerning their study area.  

This research study deals with the use of corpora and authentic texts as a major source of study materials for the development of 

communicative competence in English for Mechanical Engineering. Accurateness of particular specialty technical lexis and phrases 

used by the second-year university students with B2 proficiency level, in comparison with authentic texts compiled in corpora, has 

been analysed with the aim to present some strategies for corpora-based teaching of English for specific purposes (ESP). The 

research has been also realized in reaction to the results of university students‘ needs survey on the importance of studying ESP 

from their future career perspective, carried out by the Department of Foreign Languages and Social Sciences at the Faculty of 

Mechanical Engineering STU in Bratislava. 

In the research, with the emphasis on authenticity, corpora-based approach to lexical acquisition was applied. Language analysis 

is based on the use of authentic texts and learner essays corpora on automotive industry.  Connection between patterns and meaning 

enables students to understand a particular technical term as part of a phrase rather than in isolation that leads to better understanding 

of authentic materials. From this perspective, the lexical approach lies in teaching collocations, i.e. how lexical items co-occur and 

what grammar they tend to be associated with. In addition, knowledge of collocations supports effective sentence producing and 

enhances L2 proficiency development in students.  

 
Keywords: authentic texts, collocations, corpora, ESP, lexical acquisition 

1. INTRODUCTION 

International mobility, cooperation and communication in various areas including education, culture, sports, 

industry, commerce, etc., have been realized in different forms with emphasis on intensified physical mobility of 

students, academic staff, researchers, etc. In higher education, international cross-border transfer of knowledge and 

intercultural competence contribute to overall universities’ reputation along with offered study programs based on the 

latest research outcomes, strategies of education with focus on the students’ competence to act in international 

environments. 

Foreign language training is considered one of the major assumptions for international communication strategies 

development in higher education. International students’ mobility is the indicator most referred to from the 

internationality university ranking perspective. Thus, foreign or L2 specialty lexis acquisition in students contributes 

to accomplishment of the objectives. 

1.1. Authenticity in foreign language learning and teaching 

 

Authentic situations, also referred to as genuine, real or natural, provide significant input for the foreign language 

acquisition with various authentic texts in different forms: auditory, print, visual and those that refer to realia. 

 

* Corresponding author. 

mailto:martina.lipkova@stuba.sk


Proceedings of IAC in Budapest 2021       ISBN 978-80-88203-24-7 

 
 

9 

Definitions of authenticity prove how differently the concept of authenticity is perceived. It is mostly defined as the 

language produced by native speakers in a particular language community of real audience (Galloway 1992; Morrow 

1977; Porter and Roberts 1981) or as the “spoken or written language data that has been produced in the course of 

genuine communication, and not specifically written for the purposes of language teaching” (Nuan 1999). 

From the teacher’s perspective, learning aims must be stated, i.e. to respond the questions ‘What are we trying to 

achieve with authentic texts and further teaching materials based on the content and discourse they deliver? What is 

the language to be learnt so that a learner is able to reproduce the information the authentic text conveys? How can be 

the learner’s output achieved by the use of authentic texts assessed? Which learning strategies contribute to lexical 

acquisition to enhance the learners’ communicative competence? Does it enhance learners’ motivation, higher-order 

thinking skills or greater learner autonomy? Can be the information communication technologies (ICT) applied as the 

means of lexical acquisition? 

Foreign languages are the tools of communication through which an interaction and communication between 

scientific and technological communities is realized. Hereby, professionals from different scientific and industrial 

environments are expected to master high level of foreign language communicative competence. Technical 

universities play an important role in providing foreign language courses for students, in our case the future mechanical 

engineers, from the scientific cognition and technological knowledge perspective. Learning English for specific 

purposes (ESP) is regarded a complex psycholinguistic activity for students comprising specific aspects of academic 

reading – understanding of specific authentic texts, grammar structures and their functions, syntax and semantics. 

English for mechanical engineering courses at STU in Bratislava provide the students with the input of language used 

in various technical areas, e.g. aviation, automotive industry, materials and their properties, mechanisms, 

environmental technologies, robotics and artificial intelligence, biotechnology, etc., and reflect the large scale of 

subject-based contents. Particular studying programs with specific subjects convey different discourse characteristics 

in English authentic texts that include very specific terminology to identify, e.g. the names of machine components 

designed by engineers, how the machines work, processes applied in innovative technologies and the activities starting 

from an idea to the marketplace. Specialty vocabulary of definitions, hypothesis, trends and events expressed by charts, 

mathematical symbols, equations or geometry specialty terms, etc., are learnt by students combining both the subject-

based content, lexical acquisition with focus on communicative and task-based approach to promote motivation for 

learning foreign language in students. Thus, the use of authentic texts is advocated by many ESP teachers for their 

diversity and a wider range of vocabulary as the attempt to complete the gap between textbook and authentic discourse. 

Furthermore, language is a dynamic process in which technological innovations, new concepts, neologisms, updated 

information play an important role in ESP teaching, as glossaries and teaching materials should be adapted to these 

new conditions to keep pace with students. 

The choice of authentic texts should provide the students with contexts to stimulate their interest in learning foreign 

languages. Pragmatic gains of foreign language proficiency support motivation, self-confidence, personal 

development and responsibility in students, thus enhancing their chances in the labor market. 

2. ESP in tertiary education 

2.1. Survey into the importance of learning foreign languages 

Data about the graduates’ level of foreign language proficiency and the measure  to which they  use foreign 

languages at  their workplaces were obtained  in  a  survey carried  out  by  the  Department  of  Foreign  Languages  

and Social Sciences at  the  Faculty  of  Mechanical Engineering  of  the  Slovak  University  of  Technology  in  

Bratislava,  within  which  20 companies in the tech  industry employing graduates from different universities were 

surveyed. 45% of  the  companies  confirmed that language  skills  mastered  by  the  graduates  they  employ  are  

sufficient,  25%  of  the overall  number  of  the  companies show  neutral  attitude, and  20%  of  them  confirmed an 

insufficient level of foreign language proficiency. 45% of the companies confirmed that their employees use English 

as a foreign language every day, 30% partially, and 25% not every day.  80% of   employers strongly confirmed the 

importance   of communicative competence in English in their employees. Based on the facts mentioned above, the 

fusion of academic subject matter and specialist language communication competence is thought of as the supreme 

importance in education.  

Data about the students’ attitude toward foreign language learning were obtained in a survey carried out by the 

Department of Foreign Languages and Social Sciences, within which 85 second-year students were surveyed.  

How students rank the importance of learning foreign languages at the university is displayed in Figure 1. Based on 

the results, 46% of the surveyed students confirmed that it is important and 36% ranked it very important.  14% of the 

students reported that learning languages is necessary to be able to perform the job in their future career. 
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Fig. 1. The importance of learning foreign languages at the university 

 

The rate and type of motivation for learning languages is shown in Figure 2. Based on the survey, the percentage 

of students that learn languages to enhance communicative competence and find a job in a foreign company is 67%, 

as students responded to either of the options offered in the questionnaire.  The percentage of the students who wish 

to work in an international company located in the Slovak republic is 48%. 

 

 
 

Fig. 2. Reasons to learn languages by the university students 

 

The students were also asked to state their views of the importance to achieve a high level of foreign language 

proficiency from their future career perspective on the scale: very important, important and neutral. As shown in 

Figure 3, the largest percentage is reported as important (42%) and very important (39%), compared to 13% of those 

who were neutral in their responds.  
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Fig. 3. The importance of high foreign language proficiency for students’ future career 

 

Despite the survey outcomes displayed in Figure 3 confirming that the students regard learning foreign languages 

associated with the high proficiency of foreign language communication important and even very important, only 45% 

of the surveyed companies are satisfied with sufficient language communication skills in their employees. Due to 

findings gained from the survey, a different and innovative approach to teaching and learning foreign languages, 

including specialty lexical acquisition, should be considered. For this purpose, corpora-based approach has been 

applied to design activities aimed at proper use of specialty technical terminology and discourse development. 

2.2. ESP at technical universities 

Learning and teaching languages at technical universities covers the activities with the aim to help students 

communicate in their studying-area-based communication and to use it also later in their professional career. Both the 

context and language structures are important in learning and teaching ESP. A wide range of subjects is included, 

therefore a need analyses has been worked out to develop language skills upon the future job requirements.  

Academic writing is trained by students in the form of written projects based either on knowledge achieved through 

practical classes in laboratories, or studios when designing machines or their components in combination with studying 

authentic texts in English.  

The incorporation of authentic technical texts adapted for teaching purposes provides a good opportunity for 

understanding the specific meaning of terms within a discourse (Table 1). Thus, authentic technical texts in a foreign 

language characterized by a high concentration of technical words with their explicit meaning, diagrams, charts, etc. 

represent valuable teaching materials. Working with text may be realized in the form of team-based activities working 

on a common project that requires looking up and sorting information related to the task. Interpretation and 

presentation of the students’ findings with their attitude to a specific problem develop both critical thinking and 

motivation in students. They become more enthusiastic about learning academic foreign language by discussing an 

issue and listening to the attempt to understand the utterances of other students (Lipková 2020). 

 
Table 1. Specific field-of-study-based terminology within the discourse 
 

Terms used to describe, for example, properties of materials; shear loading; torsion loading in mechanical engineering: 

shape Materials change their shape and size. 

properties Engineers have to take into account mechanical properties of materials. 

load Some materials resist deformation under the application of loads. 

deformation Deformation refers to changes in the shape or size of an object. 

distortion There’s a small distortion in the shape of this object. 

wear &tear Wear & tear is a damage that occurs naturally when an object is used; it is exposed to external forces. 

rotation The rotation of the cross section at the free end of the shaft is called the angle of twist. 

torque The torque refers to the twisting moment. 

Some terms and their definitions within the discourse: 

high elastic modulus A high elastic modulus is typical for materials that are hard to deform; in other words, materials that 

require a high load to achieve a significant strain; for example, a steel band. 

low elastic modulus A low elastic modulus is typical for materials that are easily deformed under a load; for example, a 
rubber band. 

stress The stress applied to a material is the force per unit area applied to the material. The maximum stress a 

material can stand before it breaks is called the breaking stress. 

strain Strain is a measure of material deformation in response to an applied force (or stress). 

Hooke’s law Stress is directly proportional to strain. 
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3. Corpora-based approach in teaching ESP 

To understand and exploit effectively the language analyses options offered by corpora, the definition of corpus 

and corpus linguistics might help teachers to see the potential of corpora-based approach in educational linguistics, 

either applied directly in the form of in-class activities, or a valuable source of data-driven outcomes through the 

queries given by teaching objectives resulting from learners’ needs. A corpus is defined as “a large and principled 

collection of natural texts created systematically for particular purposes” (Anderson and Corbett 2017; Biber et al. 

1998). It is also defined as “a collection of linguistic data (usually contained in a computer database), used for research, 

scholarship and teaching. Also called a text corpus” (Nordquist 2020). Anderson and Corbett (2017) define corpus 

linguistics as “a set of methods for the analyses of language based on the evidence provided by corpora of texts“. 

According to O’Keeffe and McCarthy (2012), it “demonstrates and supports linguistic statements and assumptions”. 

Based on the W3-Corpora Project (University of Essex 1998), corpus linguistics is defined “as the study of linguistic 

phenomena through large collections of machine-readable texts”. 

The results for queries can be obtained in different forms. For example, Word Sketches (Sketch Engine) give a 

summary of word usage, i.e. which other words commonly co-occur with the keyword, furthermore in what 

grammatical relation they are naturally used. For example, the verb “drive“ can be used with prepositions: „Hybrid 

electric cars are driven by the engine to generate electricity“; “Working vehicles drive at low speed“. Another 

concordance may be found in a sentence, where subject + “drive“ occurs: “The propulsion engines drive the 

propellers via toothed belts“. Another results may be found on statistically frequent, or infrequent, words in different 

registers of texts, and groups of words that appear frequently together can be found in cluster lists. For example, in 

mechanical engineering, the following keyword list (Figure 4) of statistically frequent nouns, has been found in 

a corpus containing authentic texts on automotive industry that was created for educational purposes at the Faculty of 

Mechanical Engineering:   

 
Fig. 4.  Sketch Engine Wordlist – Mechanical Engineering Automotive Industry Corpus 

 

For educational purposes, the keyword list created in the Sketch Engine tool displayed in Figure 4 can be compared 

with the keyword list of a learner corpus (Figure 5) in which the students’ final semestral essays on automotive 

industry have been compiled: 

 

 

 

 



Proceedings of IAC in Budapest 2021       ISBN 978-80-88203-24-7 

 
 

13 

 
Fig. 5.  Sketch Engine Wordlist – Mechanical Engineering Learner Corpus 

 

As a result of the analyses, in Figures 4 and 5, the “DNA“ characteristic for the texts  in this particular discourse in 

both the web and learner texts on automotive industry can be seen in the two corpora mentioned above. Thus, we can 

see that the most frequent word - car - was preferred by students in their writing texts compared to vehicle used the 

most frequently in the web texts. Another significant finding refers to the frequency of the noun engine, i.e. how often 

it appeared in the corpora. In the learner corpus, it occurs on the second position (the absolute frequency of 138 

occurrences out of 3,071 total frequency), but in the web texts corpus, the same noun is displayed on the sixth position 

(with the absolute frequency of 7397 out of 1,108,855 total frequency). So, what is the reason for such a difference in 

the use of the same word in a common field of study, that is, automotive industry? Does it result from specific topics 

preferred by the students with regards to different types of engines? Are the students interested particularly in the 

engine systems, or their design, production, etc.? To answer the questions, further types of analyses can be done, 

including cluster lists frequencies, selected keyword collocations, consistency and dispersion of words that reoccur 

consistently in lots of texts of a given genre. In addition, examples of the use in context can be compared in the corpora 

by the means of concordance corpus search tool. This is often used to teach learners how to process language data 

inductively, i.e. make generalization based on observing examples, thereby discovering the rules. 

4. Methodology 

For the purpose of this research, three types of corpora have been used for further lexico-grammar analyses and 

designing ESP teaching tips for the technical English courses at the Faculty of Mechanical Engineering. English for 

mechanical engineering includes specialty terms and structures characteristic for the discourse. A list of the most 

frequent words, single or multi-word terms, word sketch collocations and word combinations, concordance examples 

used in context and parallel concordance tool have been used to compare the word behaviour in three different corpora: 

British Academic Written English Corpus (BAWE), Mechanical Engineering – Automotive Industry Corpus, 

Mechanical Engineering Learner Corpus. 

The BAWE is the ready-to-use preloaded corpus included in Sketch Engine, and the next two:  Mechanical 

Engineering - Automotive Industry Corpus and Mechanical Engineering Learner Corpus have been created for 

educational purposes, i.e.  English for mechanical engineers. The last of the previously mentioned corpora helped find 

out the differences in the way of how the selected words were used by the students themselves in writing their technical 

essays compared with the word occurrence in authentic texts. In addition, the BAWE corpus key single and multi-

terms, as well as other word analyses, were applied to compare the word query outcomes with those in the Mechanical 

Engineering Learner Corpus included. The BAWE corpus contains 2,761 pieces of assessed student writing (Anderson 

and Corbett 2017), including various academic fields of study, thereby chosen to accomplish the research objectives.  
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4.1. Sample description 

Second-year students with B2 (upper-intermediate) communication proficiency level of English were assigned to 

write a technical essay on the topic with regard to their field of study at the Faculty of Mechanical Engineering. As a 

result of the topic ideas for technical academic writing preferred by the students, those focusing on automotive 

industry proved as attractive to students, thus providing a good source of the students’ texts to create a learner 

corpus dealing with various aspects of car construction, components, systems, etc. 

4.2. Corpora characteristics 

In Figures 6, 7 and 8 (Sketch Engine - Corpus Info), basic descriptions of the newly created, as well as preloaded 

BAWE corpora are shown. The number of words and frequencies result from different options provided by the 

corpora. The learner corpora depends on limits given by a specific discipline area – automotive industry - for technical 

writing in learner corpora. The students writing was also selected with regards to designing some teaching tips, where 

the authentic texts from websites and the texts written by students were collected for further lexico-grammar analyses. 

In terms of language teaching, real and authentic context examples compared with the texts created by students may 

increase motivation in students through searching for correct and natural use of specialist words and grammar 

structures in a particular real-life context. 

 
Fig. 6. Sketch Engine corpus info – Mechanical Engineering Learner Corpora 

 

 
Fig. 7. Sketch Engine corpus info - British Academic Written English Corpus (BAWE) 

 

 
Fig. 8. Sketch Engine corpus info – Mechanical Engineering – Automotive Industry 
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5. Corpora keywords analyses 

The Mechanical Engineering Learner Corpora is a collection of 23 texts written by students and selected from the 

texts written by students including various topics concerning different fields of study in mechanical engineering. The 

23 selected students written texts on automotive industry make the main body of the learner corpus in this research to 

represent a sample of a language used by university students in academic writing. The learner corpus was created with 

a linguistic purpose to exploit the options of lexical acquisition in students based on comparison with the corpus 

compiled from the web material, also focusing on automotive industry. The BAWE corpus, though containing students 

written texts on various topics, is another source used to compare and enhance academic writing in university students.  

To characterise the main characteristics of the corpora involved, the following comparison of 10 keywords related to 

automotive industry have been extracted (Table 2). 

 
Table 2. First 10 keywords (different parts of speech) in the Sketch Engine corpora with regards to automotive industry 

 

 Mechanical Engineering Learner Corpus 

(compiled from students’ essays) 

Mechanical Engineering – Automotive Industry Corpus 

(compiled from web texts) 

1 combustion heavy-duty 

2 wankel brake 

3 škoda chassis 

4 lithium-ion chassi 

5 ev hev 

6 woollacott autonomous 

7 rs3 hybrid 

8 electric ecu 

9 charging powertrain 

10 suvs automotive 

 

The frequency of keywords in corpora is statistically significant, thus providing words which are typical for the 

used corpora. The keywords in the learner corpora (Table 2) seem to be the words being used the most frequently by 

the students when writing the texts and reveal the most frequent topics for writing. Different keywords are extracted 

from the corpora compiled from web texts, pointing out to other most frequently used terms in the texts on the same 

engineering area, i.e. automotive industry. These might be thought of the next important list of words to be studied by 

students in particular contexts. 

For example, the frequency of the word combustion (N = noun) is represented by 55 occurrences, and is on the 

highest learner corpus position in the keywords list containing different parts of speech, as shown above (Table 2). 

The word car (N) occurred 220 times, as shown in the highest frequency words (nouns) in Table 3. Considering the 

Mechanical Engineering Learner corpus, it is interesting to find out how the most frequent words relate, thus the 

frequency list of words is also essential. 

 
Table 3. The highest frequency words (nouns) in the learner corpus 

 

 Mechanical Engineering Learner Corpus Occurrence 

1 Car 220 

2 Engine 138 

3 Battery 98 

4 Vehicle 91 

5 combustion 55 

 

If we search for the key multi-word terms, the most frequent nouns from Tables 2 and 3 occur, as follows: 

 
Table 4. The key multi-word terms in the learner corpus 

 

 Mechanical Engineering Learner Corpus 

1 Electric car 

2 Combustion engine 

3 Internal combustion 

4 Internal combustion engine 

5 Traction battery 

6 Battery pack 

7 Engine technology 

8 Electric vehicle 

9 Traction battery pack 
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10 Electric traction motor 

 

Having extracted the lists of keywords, key multi-word terms and the most frequent words, as the first step in searching 

for the main characteristics of corpora, the context in which particular specialist vocabulary occurs is a useful tool for 

better understanding of its natural use in the language. The example sentences for the following terms are displayed 

in Table 5. 

 

Table 5. Sample sentences retrieved from the Sketch Engine Concordance tool 

 

 Combustion (N.) in sample concordance sentences extracted from the Mechanical Engineering Learner Corpus (compiled from the 

students’ written essays) 

Combustion engines are supposed to be replaced by electric motors. 

As everyone knows, without combustion engines, everything would be different, …   

… aimed at comparison of the advantages and disadvantages of an internal combustion engine. 

The internal combustion engine is one of the most complex but also the most used types of engine. 

During the combustion of the mixture, a number of harmful substances are released.  

 

As displayed in Table 5, the sample sentences created by students contain mostly the collocations of the noun engine 

modified by combustion, i.e. combustion engine, and in one case combustion was followed by the preposition of (the 

combustion of the mixture). As a result, teaching materials focusing on lexical acquisition concerning automotive 

industry, as a part of the mechanical engineering discipline, should provide students with more naturally used options, 

thus enhance the communication proficiency. For this purpose, more examples of word combinations might be 

included. For example, the word combinations including combustion, extracted from the corpus compiled from the 

web texts, are shown in Table 6. 

 

Table 6. Web texts corpus collocations 

 

Combustion collocations from the Mechanical Engineering – Automotive Industry Corpus, compiled from web texts) 

Nouns modified by combustion The combustion chamber; the combustion process; combustion temperature; combustion 

stroke; combustion quality, etc. 

Sample concordance sentences: 

A piston ring seals the combustion chamber through inherent and applied pressure. 

Explain the combustion process in a diesel engine. 

 

Modifiers of combustion The incomplete combustion; stable combustion; efficient combustion; rapid combustion; fuel 

combustion; etc. 

Sample concordance sentences: 

Carbon monoxide results from the incomplete combustion of hydrocarbons due to a lack 

of oxygen. 
This results in more efficient combustion, a 2–5% fuel economy and proportionate 

reduction of CO2 emissions. 

 

Verbs with combustion as an object Ensure complete combustion; accelerate the combustion; undergo combustion; improve 

combustion etc. 

Sample concordance sentences: 

This helps to ensure balanced combustion. 

Conversion of free energy in the fuel into electric energy, without undergoing combustion. 

 

Further approach to analyses might be applied through exploiting the way how synonyms, e.g. engine and motor, are 

used in real situations, as they occurred in the list of key multi-word terms extracted from the corpus compiled from 

authentic website texts. 

 
Table 7. Comparison of the Sketch Engine collocations of two words: engine and motor 

 

Modifiers of the words  

 engine motor 

combustion 373 0 

internal 244 0 

diesel 154 0 
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gasoline 122 0 

petrol 87 0 

IC 81 0 

electric 12 856 

stepper 0 67 

magnet 0 84 

traction 0 137 

induction 0 131 

DC 0 200 

 

As shown in Table 7, the collocations combustion engine (373 occurrences), internal engine (244 occurrences), diesel 

engine (154 occurrences), etc., but stepper motor (67 occurrences), magnet motor (84 occurrences), traction motor 

(137 occurrences), etc., are used in authentic texts on automotive industry. However, electric engine collocation is 

represented by 12 occurrences, and electric motor by 856 occurrences, what helps to decide for the collocation that is 

more natural in a particular field of study. The Sketch Engine tool also provides teachers/learners with further 

functions, e.g. collocation concordances (how they are used in sentences), collocation word sketch (how they are used 

in combination with other words, e.g. traditional/ internal/ external combustion engine), and Thesaurus tool used for 

extracting synonyms and similar words. 

When using parallel concordance, translation of a particular word or terms can be seen in another language upon the 

choice from the given options. DGT-Slovak corpus based on the DGT-Translation Memory database (Steinberger et 

al. 2013) was used to create parallel concordance.  In this research, e. g. the sentences including electric motor (Table 

8) and electric engine (Table 9) in English were compared to their translated equivalents in Slovak language. The 

Slovak term ‘motor’ (and its particular forms) is used in the Slovak translated equivalents for the English collocations: 

electric engines and electric motors. Based on the examples below, students are encouraged to find out a general rule 

on the use of the selected collocations in English depending on the context.  

 
Table 8. Parallel English-Slovak (DGT corpus) Sketch Engine concordance for electric motor 
 

Fans (excluding table, floor, wall, ceiling or roof fans with a self-

contained electric motor of an output ≤ 125W, axial fans, 

centrifugal fans) … 

Ventilátory (s výnimkou stolových, podlahových, stenových, 

okenných, stropných alebo strešných ventilátorov so samostatným 

elektrickým motorom s výkonom ≤ 125W, osových, odstredivých) 

... 

Domestic vacuum cleaners with a self-contained electric motor for 

a voltage ≥ 110V  

Domáce vysávače prachu so samostatným elektrickým motorom pre 

napätie ≥ 110V 

Table, floor, wall, window or roof fans, with a self-contained 
electric motor of an output ≤ 125W 

Stolové, podlahové, stenové, okenné, stropné alebo strešné 
ventilátory s vlastným elektrickým motorom s výstupom  ≤ 125W  

 

 
Table 9. Parallel English-Slovak (DGT Corpus) Sketch Engine concordance for electric engine 

 
New and innovative solutions are necessary, based on electric 

engines and batteries, hydrogen and fuel cells, gas-powered 

engines, advanced architectures and technologies in engines or 
hybrid propulsion. 

Potrebné sú nové a inovačné riešenia založené na elektrických 

motoroch a batériách, vodíku a palivových článkoch, plynových 

motoroch, pokročilých architektúrach a technológiách v motoroch 
alebo hybridnom pohone. 

‘propulsion’ means a combustion engine, an electric engine, any 

hybrid application or a combination of those engine types or any 
other engine type; … 

„pohon“ je spaľovací motor, elektrický motor, akákoľvek hybridná 

aplikácia alebo kombinácia uvedených typov motorov alebo 
ktorýchkoľvek iných typov motorov; … 

‘maximum continuous rated power’ means the maximum thirty 

minutes power at the output shaft of an electric engine as set out in 
UNECE regulation No 85; … 

„maximálny trvalý menovitý výkon“ je maximálny tridsaťminútový 

výkon na výstupnom hriadeli elektrického motora podľa predpisu 
EHK OSN č. 85; … 

Propelled with an electric engine; … Poháňané elektrickým motorom; … 

6. Corpora-based classroom activities 

Well-designed activities leading to enhancement of learner communication skills in a foreign language, as well as 

lexical acquisition in students of mechanical engineering, are essential for building autonomous learning in order to 

achieve a high level of the specialist and subject-based knowledge of terminology and its use in a real life. In this 

regard, data-driven analyses based on ready-to-use or user-created corpora provide an important source of authentic 

texts intended for various purposes.  

Teaching materials for classroom activities can be designed with the help of corpora, the use of which brings a 

shorter time needed for investigating and preparing correct language within the discourse.  

With regards to authentic text corpora, multiple-choice, gap-filling or fill-in-the blanks exercises, simple substitution 

tables, word formation, translation exercises, etc., can be created in a shorter time. Advanced users of corpora can get 
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the benefit out of corpora by access to a high number of genuine texts in the target language. Corpus Query System 

(CQS) enables teachers, students, translators and other users to work with large amounts of texts according to their 

needs and objectives.  

From this perspective, computational linguistics and corpora-based teaching of L2 might be thought of an effective 

solution for teachers in their effort of designing study materials that meet teaching/learning objectives and learners’ 

needs. This can be used to facilitate designing ESP lessons for professionals, as well as content and language integrated 

learning (CLIL) which has been regarded as an effective symbiotic fusion of studying particular academic subject-

matter content (e.g. mathematics; physics; history; geography; etc.) through a foreign language.  

Collecting ideas around a particular topic may be also achieved with the use of corpora applied in mind-mapping 

strategy when clustering ideas and defining relationships help to develop students’ motivation and speaking skills 

while achieving both content and language objectives (Buzan 1996). 

 

Conclusion 

 

The use of corpora is becoming increasingly popular in language teaching and learning for containing large 

collections of texts providing various types of approaches to language analyses. Corpora, with authentic data involved, 

provides a valuable source for teachers and textbook authors to design syllabuses, teaching materials and tests based 

on data-driven information. Language structures and phrases typical for various text registers, or types of discourse, 

allow to answer great number of research questions and hypothesis, or verify our intuition about the language. Corpora 

brings an opportunity for teaching/learning ESP that is most relevant for the L2 learners due to advantages offered by 

corpora in searching for specialty lexis, grammar structures, the most frequent word collocations, and further language 

analyses upon the corpora queries.  From the mechanical engineering perspective, the ESP teachers attempt to increase 

motivation in students to learn the structures needed for very specific, occupational and professional purposes.  
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Abstract 

This pioneering research aims to shed some light and examine in a reflective manner the points of view of 64 kindergarten-teachers 

in Israel, regarding their leadership during the era of uncertainty in the outburst of the Corona pandemic.  The research aims to 

analyze the way they characterize their leadership in central issues related to their educational management in time of a crises as 

leaders in the early childhood education. Their coping strategies with the complex situation forced them to recruit resources, 

personal strength, and different practices from times of normality and adopt them to the new reality. This strategy of coping is in 

accordance with LaBoskey & Richert's approach (2002), who advocate reflection as a methodological tool enabling alternative 

perspectives for a redesign of existing paradigms. 

Keywords: kindergarten teachers, educational management, adaptive leadership, early childhood education. 

1. INTRODUCTION 

Observing the current time provides researchers alongside with the challenges of leading and managing, with the 

opportunity for learning, for professional growth and for purification of the managerial image standing as the head of 

the educational institution in times of uncertainty and crisis. Leadership in general, and adaptive leadership, in specific, 

have become key proficiencies in dealing with the different processes and the uncertainty situations in the current 

world pandemic (Laeur et. al, 2021; Nissim & Simon, 2020 ;2021). The 64 kindergarten-teachers embraced the 

adaptive leadership style and expressed it mostly in various ways of caring for their staff and the children's well-being 

(Gilligan, 1982: Noddings, 2005).  

 

Studying the working ways of these kindergarten-teachers may provide us with numerous layers of knowledge 

regarding the domains of education, leadership and management, teacher and kindergarten-teachers' training (Avidan, 

2017). It might also provide us with a different perspective of their professional deeds as educational leaders at a 

unique era (Kaden,2020). 

1.1. Research Methodology: Quantitative 

Statistical tests were performed as required in the quantitative research protocol. The study was based on a validated 

questionnaire distributed to a convenience sample of 64 kindergarten-teachers in different parts of Israel. 
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1.2. Main findings 

The main findings indicate that the kindergarten teachers reported high leadership characteristics across all metrics 

examined (team relationship, leadership qualities, concern and caring, and coping with change) with the highest-

scoring index being concern and caring. For kindergarten manger (4.87) kindergarten teachers (4.81) the caring 

strategy received the highest score compared to complementary kindergarten teachers (4.61) and significantly F (2,61) 

= 2.66, p> 0.05. 

 

Table 1. Averages and standard deviations of all questionnaire statements (N=64) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Conclusions  

The key findings suggest that kindergarten teachers perceive themselves as leaders. A very high, self-esteem 

was found. The reliability of the indices, as examined according to alpha-Kronbach (α), were found to be high, a figure 

 

Standard deviation 

 

average 

 

Statements 

.65 4.34 1. The kindergarten teacher enables freedom of choice and a wide 

activity span to her staff 

.34 4.87 2. The kindergarten teacher expresses respect and consideration to 

the children, her staff and the parents 

.41 4.84 3. The kindergarten teacher sets a mutual trust relationship 

between her and the staff 

.52 4.72 4. The kindergarten teacher leads processes of teaching and 
learning 

.94 3.77 5. The kindergarten teacher shares with the parents and her staff all 

the challenges and problems in the kindergarten 

.41 4.80 6. The kindergarten teacher expresses a caring attitude to her staff 
and to the children in her everyday activities 

.33 4.88 7. The kindergarten teacher leads processes of developing an 

utmost educational classroom climate 

.51 4.75 8. The kindergarten teacher is a leading figure who guides the 

parents and her staff during uncertain times 

.99 3.59 9. The kindergarten teacher is not afraid of the challenges during 

uncertain times 

.73 4.53 10. The kindergarten teacher demonstrates leadership skills 

.70 4.38 11. The kindergarten teacher functions well under pressure 

situations 

.44 4.80 12. The kindergarten teacher sets a personal example to the children 
and her staff 

.75 4.44 13. The kindergarten teacher has self-confidence 

.71 4.55 14. The kindergarten teacher demonstrates flexibility and functions 

well during extreme situations 

.62 4.48 15. The kindergarten teacher is willing to and capable of affecting 
others 

.80 4.19 16. The change that the staff and the kindergarten teacher have 

undergone during the uncertain time of Covid 19 was 
meaningful and challenging 

1.01 3.80 17. To what extend was the change reflected in the way the 

kindergarten teacher led and managed her staff 

1.02 4.34 18. To what extend was the change expressed in the use of 

technological means and teaching methods 
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that characterizes a high degree of stability and consistency in the respondents' responses to the statements of each of 

them.  

The more significant the role of the kindergarten teacher, and the more days she is in kindergarten, the more 

significant her leadership is in all the indicators examined. It was found that there are positive and significant positive 

relationships between the relationship index and the indices of concern and caring and leadership qualities, in such a 

way that as the principal perceives herself as demonstrating caring and caring skills, she creates an affinity for her 

leadership qualities and expression at the level of her relationship. 

A positive and moderate intensity was also found between the measure of concern and caring and the measure of 

leadership qualities, in such a way that the more caring the principal is, the more leadership qualities she exhibits. Her 

self-perception as an educational leader and not just as a kindergarten principal is built and developed as she learns to 

demonstrate the same qualities required of a leader in a time of crisis and uncertainty. 
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Abstract 

The Enriched Virtual Learning Model, which is included in the Hybrid Teaching application, which has been widely used in 

distance education due to the Pandemic, is very simple to implement compared to other models. The basis of student learning is 

online and requires the student to attend school only on certain days. Thanks to technology, learning takes place everywhere, at all 

times, and sometimes at varying speeds. Face-to-face practice, which forms part of this model, generally serves two main purposes; 

the first is to enrich students' learning experiences with group-based work or teacher guidance, and the second is to hold students 

accountable through regular face-to-face checkups and to meet with their teachers and advisors. This model is highly functional by 

nature. In our study, we aimed to determine how effective and efficient the Enriched Virtual Learning Model, which is a sub-model 

of the Hybrid Learning Approach, is especially in language classes. It has been concluded that this model, which has been applied 

in many countries, is extremely useful in language teaching and can be used efficiently especially in language preparation programs. 

It has been suggested to be applied at all levels of education in order to increase the academic success of the students and to 

encourage their participation in the lessons. 

Keywords: Hybrid Teaching, Enriched Virtual Model, Distance Education, Educational Management. 

1. INTRODUCTION 

Today, due to the rapid development of science and technology and global health problems such as the 

Coronavirus disease 2019 (Corona Virus Disease, COVID-19), the use of technology has ceased to be a choice in 

many areas and has become a necessity. In particular, the COVID-19 pandemic has led to a rapid transition to the use 

of remote technologies in working and educational life. One of the areas where technology is most widely used and 

affected in this process has been in education such as language training, health science education and vocational 

education. 

The knowledge, skills, attitudes and behaviors gained through education become more effective, efficient, 

systematic and holistic with the use of technology. Some of the traditional (in-class) methods and techniques 

commonly used in education include narration, question-answer, discussion, problem solving, observation, case 

analysis, role-playing, brainstorming, group work and educational games. 

In cases where traditional education methods are insufficient, new methods and models are needed in education 

and training in parallel with technological developments. Distance education also emerges as an education system that 

responds to this need. In this study, it is aimed to reveal the concepts related to distance education, the examples of 

the use of distance education in language teaching, the methods and tools used in distance education. 

Many educators in the educational innovation field are considering redesigning secondary and higher education 

to better reflect students' 21st century learning needs. Initiatives around the world such as the XQ Super School project 

and Ministries of Education's Next Generation High Schools are about restructuring the high school experience to 

include "real world" learning components as well as skills and passion-building opportunities such as internships, 
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project-based learning, robust computer science curricula and competency-based learning systems. Of course, such 

experiences that foster deeper learning do not fit well with the current structure of traditional schools. Indeed, to 

integrate these unconventional practices into schools at large scale, massive logistical shifts in where, when, how and 

in what way a student learns become crucial. Traditional school structures and features, such as 45-minute lessons, 

age-based groups, and single-teacher classes, are becoming obsolete. Students no longer go to school every day, as 

new high school designs promote flexible, student-centred learning and even off-campus experiences. Looking to the 

future, educational theorists predict that not only will blended learning opportunities continue to increase in schools, 

but there will also be an inevitable rise of the Enriched Virtual Blended learning model at the High School level. 

2. HYBRID LEARNING (BLENDED LEARNING) 

 The concept of blended learning has different definitions. Powell et al. (2015) argue that the blended learning 

approach brings together the best elements of online learning and face-to-face and that it is expected to become the 

most preferred model in the future and become much more common than other models. 

 In general terms, blended learning describes a learning experience that can be tailored to a particular audience and 

is not limited by place or time. With this in mind, we can express a broader definition as follows. It is the learning of 

a part of traditional education and the time allocated for it by controlling their own learning syllabus and speed at any 

time and place with the opportunities of the online environment. Blended learning as a concept is rooted in online 

learning and for a student traditional teaching never has; It represents a fundamental shift that has the potential to 

improve, develop and optimize student learning. (Maxwell 2016) 

 Although schools have long used computers and technology in teaching, until recently they have never used 

technology to provide students with a true blend of education that gives them control over their learning. In face-to-

face education, technology is used in the classroom, but its use outside the classroom is more limited. In order for the 

students to understand the lesson better, activities and opportunities should be provided that will enable them to 

improve themselves at any time after the lesson. In addition, there was a need for applications that enable students to 

communicate with their teachers and friends about the lessons, to talk simultaneously and to exchange ideas. These 

opportunities are offered to learners by distance education. For this reason, distance learning, which offers more 

flexible learning environments and methods in terms of time and place, and the opportunities it provides to learning 

environments above, has been combined with face-to-face education.  

 Blended learning is primarily expressed as the mixing of web-based technologies (virtual classrooms, self-teaching 

education, collaborative learning, video, audio and text streaming) to achieve an instructional goal. Secondly, using a 

different conceptual approach, combining various educational approaches such as behaviorism, cognition, 

constructivism to produce the most appropriate learning outcomes with or without using instructional technologies is 

expressed as blended learning. Thirdly, using face-to-face education under the guidance of a teacher and combining 

different formats of instructional technologies (video, CD-Rom, web-based learning, distance learning technologies, 

etc.) is blended learning. Fourth and lastly, blended learning is defined as combining and blending real work tasks and 

learning technologies to create a harmonious effect for learning (Kayalar, 2021; Kayalar and Kayalar, 2020; Kayalar 

and Ağaoğlu 2020; Kazakoff et al, 2017; Schecter et al, 2015). 

 Blended learning does not have a limited scope, such as the use of some strategies such as discussion forums, mail, 

content presentation, which are used only in e-learning, in face-to-face teaching and mostly as a tool to support face-

to-face teaching (Usta, 2007; Ünsal, 2010). Blended learning, which should be accepted as an instructional design 

approach, is a process that should be strategically planned in order to be implemented in the realization of teaching 

for a course, in the dimension of a curriculum or an educational institution. 

 Blended learning focuses on achieving the highest achievement by matching the right learning technologies and 

applying the learning objectives, with the right personal learning style to equip the right skills to the right person at 

the right time. The principles hidden in this definition include some important points such as  

• The focus is on learning goals rather than sharing method. 

• Many personal learning styles need support to reach large audiences. 

• Each individual participates in the learning event with different information. 

• In many cases, the most effective learning strategy is just what is needed at that moment. 

 

 There are main elements associated with blended learning such as psychological, technological, theoretical, 

communication and management system. Blended learning interacts with computer assisted learning, web based 

learning, electronic learning, learning management system and learning platform. In addition, there are other areas in 

which all these elements that blended learning is related to are also related to each other. For example, computer-

assisted learning is directly related to behaviorism, computer-assisted applications, lifelong learning, and Web-assisted 
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learning, and developments here change by affecting computer-assisted learning. Web-supported or face-to-face 

learning approaches can be used in the school environment, inside and outside the classroom. One of them can be 

done or there may be a few of them. What is important here is the planning to be decided with the participation of 

other experts in the company of the instructor. In addition, it is the rational evaluation of the school's opportunities 

and strengths. The blended learning approach to be applied will have many benefits for both the student and the 

teaching staff, as well as the educational institution and its effectiveness. We can briefly explain some of the benefits 

of the blended learning approach as: it increases learning effectiveness and makes the richness of learning permanent, 

it is convenient in terms of time and cost, the esults take place at the most appropriate level, and collated studies occur 

immediately. In addition to these, the application of the blended learning approach includes learning wealth, access to 

information, social interaction, management of learning and so on. It leads to important results (Osguthorpe and 

Graham, 2003). 

 It is understood from these explanations that, in general, this learning approach provides diversity, cooperation 

and communication density in terms of individual learning, individual speed, listening, reading, seeing and 

application. In addition, it can be said that feedback has a positive effect such as speed, freedom in the learning 

environment, saving in time and learning costs. Of the sub-models of blended learning, A La Carte Learning Model 

and Enriched Virtual Learning Model have outstanding benefits and advantages in education during the recent 

Pandemic. 

3. ENRICHED VIRTUAL LEARNING MODEL 

 Enriched Virtual model—a whole-school experience in which within each course (e.g., math), students divide their 

time between attending a brick-and-mortar campus and learning remotely using online delivery of content and 

instruction. Many Enriched Virtual programs began as full-time online schools and then developed blended programs 

to provide students with brick-and-mortar school experiences. The Enriched Virtual model differs from the Flipped 

Classroom because in Enriched Virtual programs, students seldom attend the brick-and-mortar campus every 

weekday. It differs from the A La Carte model because it is a whole-school experience, not a course-by-course model 

(Hunsinger, 2019). 

 According to Jenny White (2019) the Enriched Virtual model, by definition, is rather straightforward: the backbone 

of student learning is online and the student is only required to attend brick-and-mortar school on designated days. 

Thanks to technology, learning is happening anywhere, anytime, and (sometimes) at varying pace. The required face-

to-face time within this model typically serves two main purposes:  

1) enrich students’ learning experiences with group-based work or teacher-led instruction, for example, and  

2) hold students accountable via regular in-person check-ins with their teachers and advisor(s).  

This model isn’t flashy; it’s quite operational in nature. In the Christensen Institute’s research, early adoption of this 

model emerged among fully virtual schools that shifted to blended learning to provide stronger supports for students 

who otherwise struggle to stay on track. It’s worth noting, however, that this blended model is considered disruptive: 

it provides learning opportunities not governed by seat time like traditional instructional models, but instead 

determined by the degree to which students control time, path, pace, and in some cases, place of their learning. 

 Today, this model is still fairly niche among traditionally brick-and-mortar public schools; few schools tout their 

“Enriched Virtual” model at conferences or in articles. But when you take a look at schools leveraging this model, 

their Enriched Virtual practice is pretty exciting in that it has the potential to benefit an increasing number of today’s 

students: without Enriched Virtual’s disruptive blended-learning structure, scheduling flexibility, off-campus learning 

experiences, opportunities to explore emerging passions, and more, wouldn’t be feasible for schools to provide. 

 Many reasons for choosing an enriched virtual model or an à la carte model are the same. Both models allow you 

to support student-centred learning, develop self-management skills, and personalize learning through a wider range 

of course options. They can be used to accelerate credit accumulation, resolve timing constraints, or support basic 

learning skills. Often these models are used with “non-traditional” students. For example, over-age under-credited 

high school students that have had interrupted academic progress, may need courses that don’t fit into their traditional 

schedule. These models also help in rural areas where some students commute to school too long. 

The course needs should be identified at the school in order to get started with the a la carte model or enriched model. 

Replies for these questions should be found;  

• Are there gaps in your course offerings?  

• Have students become disengaged in the required courses?  

• What are the interests?  

• Do you have students who are far below grade level and need an additional course to meet their needs?  

• Who will monitor student progress?  
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 Both the a la carte and enriched virtual models are closer to online learning in the spectrum of blended learning 

and are more often used in higher grade levels. They are classified as blended learning because they still include 

limited face-to-face time with a teacher. An “a la carte model” often has mostly traditional face to face classes with 

an online course supplement whereas the enriched virtual model is mostly online with intermittent face-to-face 

interactions. 

 

     Blended Learning Technology Assisted Learning 

• Students learn in part through online learning 

and are in control of where, when and how 

they study during their learning. 

• Devices are used to take advantage of the 

individualization opportunity. 

• Classrooms are fundamentally changing 

teaching to provide an integrated learning 

experience. 

• Students use technology to do the same job 

at the same place, time and speed while 

learning. 

 

• Devices are used to support traditional 

teaching 

• Classes are supplemented to enrich the 

traditional learning experience. 

 

CONCLUSION 

 Distance education, which has become widespread in our country and in the world with the COVID-19 pandemic, 

can be offered synchronously (interactively) or asynchronously (non-interactive), without time and place restrictions. 

It is seen that distance education is not sufficient in subjects such as clinical applications and laboratory modules for 

applied sciences such as Language Education and Science Education. For this reason, a mixed education model in 

which online and face-to-face methods are used together is recommended for applied sciences (Kozan et al, 2021). 

When the national and international literature studies in which the blended education model is used in Language 

Education are examined, it is seen that Enriched Virtual Learning Model, which is a type of blended education, 

supports pedagogy and positively affects the learning outcomes of the students, so it is more recommended than other 

models. It is recommended to use and disseminate tools such as online course materials, discussion boards, simulation, 

videos, mobile technologies and social media platforms to facilitate learning in virtual language teaching. 
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Abstract 

The number of review texts shared on the web for products and services is increasing significantly. Review texts inform readers 
about the positives and negative aspects of a particular product, and both individual and institutional decision makers rely on them. 
Deceptive content is created for two primary reasons. The first method is to create a positive fictitious review text for a specific 
product or service. The second category is intended to purposefully diminish the dignity of a specific product or service. Detecting 
and filtering undesirable content is a critical application area for the Web. In this paper, we present a deep learning-based approach 
for identification of deceptive opinion spam. In the empirical analysis, four word embedding schemes (i.e., word2vec, GloVe, 
fastText, and LDA2vec) have been considered. The predictive performances of neural language models have been compared in 
conjunction with convolutional neural network, recurrent neural network, long short-term memory, and gated recurrent units. The 
experimental results indicate that gated recurrent units yield promising results for deceptive opinion spam identification. 

Keywords: opinion spam, deep learning, machine learning, review texts 

1. INTRODUCTION 

The Web has become an integral part of electronic commerce and marketing because of advancements in 

information technology. The number of review texts shared on the web for products and services is growing rapidly. 

Review texts inform readers about the positive and negative aspects of a product, and both individual and institutional 

decision makers rely on them.  

Review texts serve as a vital information resource for both commercial and non-commercial organizations. 

Individual decision-makers and business organizations rely on review texts to identify and eliminate product quality 

weaknesses [1]. Positive attitudes toward a particular product, service, or individual result in the relevant product, 

service, or individual gaining a competitive advantage. As a result, the power of user-generated content on social 

media may result in the creation of content that bears the characteristics of an advertisement for a specific product or 

service, lacks information about the product or service, and portrays the product’s characteristics in a falsely negative 

or positive light [2, 3].  

Deceptive content is generated for primarily two reasons. The first is to fabricate a favourable false review text for 

a specific product or service. The second category is designed to purposefully diminish the dignity of a specific product 

or service. Deceptive opinion spam identification and filtering is a critical application area for the Web. The 

conventional supervised learning models, including Naïve Bayes, k-nearest neighbour, and support vector machines 

have been successfully employed in areas, such as spam filtering [3, 4]. Although it encompasses sub-problems such 

as identifying unwanted review texts, sharing unrealistic opinions, sharing content exclusively for a specific brand, or 
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sharing content that does not qualify as a review, determining unrealistic opinions appears to be the most challenging 

[5].  

The purpose of this study is to evaluate deep neural networks’ predictive performance in identifying deceptive 

opinion spam. In this regard, we considered schemes for word embedding (namely, word2vec, GloVe, fastText, and 

LDA2vec). The predictive abilities of neural language models were evaluated in comparison to those of convolutional 

neural networks, recurrent neural networks, long short-term memory, and gated recurrent units. The experimental 

results indicate that gated recurrent units can be used to identify deceptive opinion spam. 

This paper is divided into five sections. Section 2 discusses related work on deceptive opinion spam classification. 

Section 3 discusses the study’s methodology, including the dataset, word embedding schemes, and deep learning 

architectures. Section 4 details the experimental design and methodology, as well as the empirical findings. Finally, 

in Section 5, the concluding remarks are presented. 

2. RELATED WORK 

Numerous studies have been conducted on determining review spam texts using machine learning and deep 

learning methods. This section summarizes some of the prior works in this field.  

Jindal and Liu [2] discussed two classification problems, namely identifying duplicate review texts, and 

determining undesirable review texts. Classification algorithms such as Naïve Bayes and logistic regression are used. 

In another study, Jindal and Liu [6] classified the problem of identifying unfavorable review texts into three categories: 

unrealistic evaluations, brand-specific evaluations, and texts that do not qualify for review. In this study, supervised 

learning algorithms based on machine learning were used to identify deceptive opinion spam across all three 

categories. Lim et al. [7] proposed a method for modelling voting behaviors to identify unfavorable review texts. The 

purpose of this study is to simulate the behavior of individuals who create unwanted content in the direction of 

supporting a particular product or service. Algur et al. [8] developed a conceptual method for identifying review spam 

based on similarity measures. Ott et al. [9] conducted a comprehensive evaluation of the effectiveness of various 

feature sets for the problem of identifying review spam texts. The results of this study are presented in comparison to 

human achievements because of training these attributes using supervised learning methods and a variety of text 

attributes, such as type determination-based attributes, linguistic attributes, 1-gram, 2-gram, and 3-gram. The study 

found that when 2-gram and linguistic features were combined, the best performance was obtained. In a study 

conducted by [10], undesirable evaluation texts were identified using frequent pattern mining techniques. Another 

study [11] used text analysis to identify review spam texts that contained only negative opinions. Narayan et al. [12] 

has developed a machine learning-based method for identifying review spam texts. In this study, decision trees, Naïve 

Bayes, support vector machines, k-nearest neighbor, and logistic regression classifiers were used to evaluate linguistic 

features. In another study, Onan [3] examined the predictive performance of psychological and linguistic feature sets 

and their ensemble combinations for identification of deceptive opinion spam. The predictive performance of feature 

sets has been examined by supervised learning algorithms, including Naïve Bayes algorithm, k-nearest neighbor 

algorithm, support vector machines, and C4.5 algorithm. 

Recently, deep neural networks have been also employed for review spam identification. For instance, Jain et al. 

[13] presented a hybrid architecture which combines convolutional neural networks and long short-term memory 

architecture for opinion spam identification. The presented scheme achieved promising predictive performance on the 

task, with a classification accuracy of 95%. Similarly, Baccouche et al. [14] presented a deep learning approach to 

identify malicious texts from public comments and emails. In another study, Fahfouh et al. [15] introduced a novel 

deep neural network architecture to identify deceptive opinion spam. In this scheme, a denoising autoencoder and a 

paragraph vector model have been concatenated.  

In another study, Zhang et al. [16] presented a recurrent convolutional neural network architecture for deceptive 

review identification. In this scheme, each word in a review text has been represented as a recurrent convolutional 

vector to distinguish between deceptive and true contextual knowledge embodied in online reviews. Bhuvaneshwari 

et al. [17] also presented a hybrid deep neural network architecture based on convolutional neural networks and 

bidirectional long short-term memory architecture for deceptive opinion spam identification. In another study, Wang 

et al. [18] presented an attention-based neural network that identifies spam reviews by utilizing linguistic and 

behavioral feature sets. In this scheme, multilayer perceptron is employed to extract behavioral features, whereas 

convolutional neural network has been utilized to extract linguistic features. In addition, the attention mechanism has 

been built on top of that layer and has been designed to identify deceptive opinion spam. In another study, Anass et 

al. [19] examined the predictive performance of deep neural networks for deceptive opinion spam identification. In 

this study, convolutional neural network, recurrent neural network, long short-term memory, bidirectional long short-
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term memory, gated recurrent unit, and bidirectional gated recurrent unit has been evaluated in terms of accuracy, F-

measure, precision, and recall.  

Text classification is a critical subfield of text mining that involves classifying a text document into one or more 

predefined categories or classes [20]. Text mining has been applied successfully in a variety of fields, including web 

page classification [21], sentiment analysis [22-27], and text genre classification [28]. It is critical to filter out 

deceptive opinion spam using an appropriate text representation and deep learning architecture. This study evaluates 

the efficacy of conventional word embedding methods and deep learning architectures in this context. 

3. METHODOLOGY 

This section introduces deceptive opinion spam data set, the word embedding methods used to represent text 

documents, and deep learning architectures employed in the empirical analysis. 

3.1. Dataset 

To examine the predictive performance of word embedding methods and deep learning architectures on deceptive 

opinion spam, we have utilized the dataset referred as “Deceptive Opinion Spam Corpus” constructed by Ott et al. [9, 

11]. This dataset contains legitimate and fabricated review texts for twenty hotels in Chicago. There are 1600 

evaluation texts in the collection. 800 of these texts are genuine evaluations, while 800 are deemed unsuitable for 

evaluation. 400 of the actual evaluation texts express favorable sentiments, while 400 express negative sentiments. 

Similarly, 400 of the undesirable review texts express positive sentiments, while 400 express negative sentiments [9, 

11]. 

3.2. Neural language models 

The bag-of-words (BOW) method, which is frequently used to represent text documents in natural language 

processing tasks, has two significant drawbacks. The order of the words is irrelevant in BOW. Additionally, the vector 

length is equal to the total number of words in the text collection. Word embedding methods, which allow for the 

representation of words in text documents in dense spaces using fixed-length vectors, enable for the representation of 

data with fewer dimensions and are frequently used in deep learning-based text mining applications [29, 30]. In the 

empirical analysis, we have considered four schemes for word embedding (i.e., word2vec, GloVe, fastText, and 

LDA2vec).  

The Word2vec model is a three-layer method for word embedding based on artificial neural networks [31]. It 

consists of an input layer, an output layer, and a hidden layer. Its objective is to learn word embedding by calculating 

the probability that a given word will be surrounded by other words. The model is composed of two fundamental 

architectures: skip-gram (SG) and continuous-bag-of-words (CBOW). The CBOW architecture defines the target 

word by analyzing the content of each word; on the other hand, the SG architecture takes the target word as input and 

predicts the words that surround it. The CBOW architecture can work effectively with small amounts of data. On the 

other hand, the SG architecture performs better with large data sets.  

GloVe is a word2vec-based model that was developed to efficiently learn word embedding from text documents. 

The model combines the word2vec model’s local contextual learning with global matrix factorization [32]. The 

probability ratios of words are also considered when calculating the error function in the model. In the learning 

process, words that are observed close together in a text document and are more likely to be seen together are more 

important than other words [31].  

Another effective method for extracting word embeddings from text documents is the FastText model. Each word 

is represented in this model by dividing the character into n-grams. For each n-gram in the training set, word vectors 

are created. For morphologically rich languages and rare words, the fastText model provides a more efficient word 

embedding scheme [33].  

The LDA2vec model is another method for word embedding that is based on the word2vec model and hidden 

Dirichlet separation. Dense word vectors are combined with hidden document level vectors in this method, depending 

on the Dirichlet distribution. The model enables the definition of topic-specific text collections and word vectors. In 
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this context, the model provides a topic-enriched word embedding scheme by associating each word with a topic. The 

model’s objective function is skip-gram negative sampling [6]. 

3.3. Deep neural network architectures 

The predictive performances of neural language models were evaluated in comparison to those of convolutional 

neural networks, recurrent neural networks, long short-term memory, and gated recurrent units. This section 

summarizes deep neural network architectures. 

Convolutional neural networks (CNN) are a subset of deep neural networks that utilize a grid-based topology to 

process data [35]. Convolution, a specialized type of mathematical operation, was used in one or more convolutional 

layers of CNN, rather than general matrix multiplication, as is the case with conventional neural network architectures. 

The CNN architecture is composed of three layers: input, output, and hidden. The architecture’s hidden layers serve 

in place of several layers, including convolutional layers, pooling layers, fully connected layers, and normalization 

layers. Convolution has been used on the input data in convolutional layers. The feature maps have been extracted as 

a result. To add nonlinearity to the architecture, activation functions (such as rectified linear unit) were used in 

conjunction with feature maps. Following convolution, pooling layers combine the outputs of neuron clusters, 

gradually shrinking the spatial size of the feature space. As a result, the model's parameter count has been reduced and 

its ability to avoid overfitting has been improved. Maximum pooling scheme is a common function in the pooling 

layer. The maximum value from each cluster was used in this scheme. Following convolutional and pooling layers, 

fully connected layers produce the architecture's final output. 

Recurrent neural network (RNN) is a deep network architecture used to process sequential data. In this architecture, 

the connections between nerve cells form a directed diagram. The RNN architecture enables any length of input to be 

processed. During the calculation, historical information is also considered [36]. In RNN architectures, the 

exploding/vanishing gradient problem is often encountered. Modelling of long-term dependencies in RNN 

architectures is difficult due to the multiplicative gradient that increases or decreases based on the number of layers 

[37].  

Long short-term memory units (LSTM) are a recursive neural network architecture to avoid the 

vanishing/exploding gradient problem encountered in traditional RNN architectures. LSTM allows the error to 

propagate backwards with a limited number of time steps. A basic LSTM unit consists of a cell and three basic gates: 

input gate, output gate and forget gate. According to the status of the gates, it is determined which information should 

be protected and when the units will be accessed [37].  

The gated recurrent unit (GRU) is a recurrent neural network architecture that has a less complex architecture 

compared to LSTM and gives similar experimental results [36]. A basic GRU architecture has two gates, the reset 

gate, and the update gate. 

4. EXPERIMENTAL PROCEDURE AND RESULTS 

This section introduces the experimental procedure, the evaluation measures, and the empirical results. 

4.1. Experimental procedure 

TensorFlow and Keras were used to develop and train the deep learning architectures used in the empirical analysis. 

To optimize the predictive performance of each deep learning model, we used a hyper parameter searching algorithm. 

This was accomplished using hyper parameter optimization based on Bayesian optimization using the Gaussian 

process. For the corpus, 80% of data was used as the training set, while the remaining 20% was used as the testing set. 

The word2vec and fastText schemes, as well as the continuous skip-gram and CBOW schemes, were considered with 

varying vector sizes (200 and 300) and projection layer dimensions (100 and 200). Several parameters (including the 

number of topics and the negative sampling exponent) have been considered when developing the LDA2vec scheme. 

For LDA2vec scheme, number of topics has been taken as (N = 25) and the negative sampling exponent has been 

taken as (β∈ 0.75). 

4.2. Evaluation measures 

To evaluate the performance of classification algorithms, two different evaluation measures, namely, classification 

accuracy and F-measure have been considered. 
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Classification accuracy (ACC) is the proportion of true positives and true negatives obtained by the classification 

algorithm over the total number of instances as given by Equation 1: 

 
TNFNFPTP

TPTN
ACC

+++

+
=  (1) 

where TN denotes number of true negatives, TP denotes number of true positives, FP denotes number of false 

positives and FN denotes number of false negatives. 

Precision (PRE) is the proportion of the true positives against the true positives and false positives as given by 

Equation 2: 
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Recall (REC) is the proportion of the true positives against the true positives and false negatives as given by 

Equation 3: 
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F-measure takes values between 0 and 1. It is the harmonic mean of precision and recall as determined by Equation 

4: 
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4.3. Experimental results and discussion 

In Tables 1-2, the classification accuracy and F-measure values obtained by the compared models have been 

presented, respectively. In Figures 1-2, the main effects plots for classification accuracy and F-measure values have 

been presented to summarize the main findings of the empirical results. 

 

Table 1. Classification accuracy values obtained by compared word embedding schemes and deep neural networks 

Word embedding Vector size Layer size CNN RNN LSTM GRU 

word2vec (Skip-gram) 200 100 69.38 76.16 77.91 80.31 

word2vec (Skip-gram) 200 200 69.53 76.17 78.07 80.31 

word2vec (Skip-gram) 300 100 70.82 76.34 78.18 80.38 

word2vec (Skip-gram) 300 300 70.87 76.48 78.28 80.42 
word2vec (CBOW) 200 100 73.25 76.92 78.86 81.02 

word2vec (CBOW) 200 200 73.54 77.07 78.90 81.33 

word2vec (CBOW) 300 100 73.56 77.29 79.07 81.40 
word2vec (CBOW) 300 300 73.65 77.32 79.09 81.51 

fastText (Skip-gram) 200 100 71.08 76.49 78.51 80.63 
fastText (Skip-gram) 200 200 71.27 76.74 78.53 80.72 

fastText (Skip-gram) 300 100 72.60 76.85 78.59 80.80 

fastText (Skip-gram) 300 300 73.22 76.92 78.66 80.86 
fastText (CBOW) 200 100 75.03 77.48 79.45 83.29 

fastText (CBOW) 200 200 75.36 77.52 79.47 83.65 

fastText (CBOW) 300 100 75.49 77.56 79.71 84.74 
fastText (CBOW) 300 300 75.59 77.62 79.76 84.85 

GloVe 200 100 75.73 77.63 79.77 85.15 

GloVe 200 200 75.88 77.65 79.99 85.49 
GloVe 300 100 76.02 77.69 80.13 85.76 

GloVe 300 300 76.13 77.79 80.28 86.08 

LDA2vec 200 100 74.10 77.38 79.18 81.58 
LDA2vec 200 200 74.20 77.40 79.19 82.53 

LDA2vec 300 100 74.86 77.44 79.26 82.56 

LDA2vec 300 300 75.01 77.48 79.41 82.60 

 

Regarding the classification accuracy values obtained by the neural language models and deep neural network 

architectures, we have considered six word embedding configurations and four deep learning architectures. As can be 

seen from the empirical results listed in Table 1, Glove word embedding scheme outperforms the other neural language 
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models. The second highest predictive performances have been achieved by fastText (CBOW) model. The third 

highest predictive performances have been achieved by LDA2vec scheme, which is followed by word2vec (CBOW) 

model. As can be seen from the empirical results, CBOW models considered in conjunction with fastText and 

word2vec outperform skip-gram models considered in conjunction with fastText and word2vec. Regarding the vector 

sizes considered in the experimental analysis, the vector size of 300 outperforms the vector size of 200. In addition, 

three different values have been considered for dimension of projection layer. Regarding the dimension of projection 

layer, layer size of 300 outperforms the other compared configurations. Regarding the performance of deep neural 

network architectures in the empirical analysis, gated recurrent unit (GRU) outperforms all the other models. The 

second highest predictive performances have been achieved by long short-term memory (LSTM) architecture, which 

is followed by recurrent neural network (RNN) architecture. The highest predictive performance for deceptive opinion 

spam identification has been achieved by GloVe word embedding scheme in conjunction with GRU, with a 

classification accuracy of 86.08%. The experimental patterns that are valid for classification accuracy hold true for F-

measure values as well. 

 

 

Fig. 1. Main effects plot for classification accuracy values 

Table 2. Classification accuracy values obtained by compared word embedding schemes and deep neural networks 

Word embedding Vector size Layer size CNN RNN LSTM GRU 

word2vec (Skip-gram) 200 100 0.70 0.77 0.79 0.81 

word2vec (Skip-gram) 200 200 0.70 0.77 0.79 0.81 

word2vec (Skip-gram) 300 100 0.71 0.77 0.79 0.81 

word2vec (Skip-gram) 300 300 0.71 0.77 0.79 0.81 

word2vec (CBOW) 200 100 0.74 0.78 0.80 0.82 

word2vec (CBOW) 200 200 0.74 0.78 0.80 0.82 
word2vec (CBOW) 300 100 0.74 0.78 0.80 0.82 

word2vec (CBOW) 300 300 0.74 0.78 0.80 0.82 

fastText (Skip-gram) 200 100 0.72 0.77 0.79 0.81 

fastText (Skip-gram) 200 200 0.72 0.77 0.79 0.81 

fastText (Skip-gram) 300 100 0.73 0.78 0.79 0.81 

fastText (Skip-gram) 300 300 0.74 0.78 0.79 0.82 
fastText (CBOW) 200 100 0.76 0.78 0.80 0.84 

fastText (CBOW) 200 200 0.76 0.78 0.80 0.84 

fastText (CBOW) 300 100 0.76 0.78 0.80 0.85 
fastText (CBOW) 300 300 0.76 0.78 0.80 0.86 

GloVe 200 100 0.76 0.78 0.80 0.86 

GloVe 200 200 0.77 0.78 0.81 0.86 
GloVe 300 100 0.77 0.78 0.81 0.86 

GloVe 300 300 0.77 0.78 0.81 0.87 

LDA2vec 200 100 0.75 0.78 0.80 0.82 
LDA2vec 200 200 0.75 0.78 0.80 0.83 

LDA2vec 300 100 0.76 0.78 0.80 0.83 

LDA2vec 300 300 0.76 0.78 0.80 0.83 
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Fig. 2. Main effects plot for F-measure values 

CONCLUSION 

The number of product and service review texts shared on the web is increasing significantly. Review texts inform 

readers about the advantages and disadvantages of a particular product, and they are relied upon by both individual 

and institutional decision makers. Two primary reasons are given for the creation of deceptive content. The first 

technique is to create a fictitious positive review text for a particular product or service. The second category is 

intended to purposefully diminish a product's or service's dignity. Unwanted content detection and filtering is a critical 

application area for the Web. We present a deep learning-based approach for detecting deceptive opinion spam in this 

article. Four word embedding schemes were considered in the empirical analysis (word2vec, GloVe, fastText, and 

LDA2vec). The predictive abilities of neural language models were evaluated in comparison to those of convolutional 

neural networks, recurrent neural networks, long short-term memory, and gated recurrent units. The highest predictive 

performance for deceptive opinion spam identification has been achieved by GloVe word embedding scheme in 

conjunction with GRU, with a classification accuracy of 86.08%. The experimental results indicate that gated recurrent 

units can be used to identify deceptive opinion spam. 
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Abstract 

While the Internet and mobile devices have greatly simplified the access to social media platforms, this in turn facilitates the 
transfer of ideas, opinions, and feelings, but such platforms are subject to misuse and offensive and hateful language can also be 
shared easily on social media, as well. The unregulated expansion of hate has the potential to severely damage our society, and it 
also has the potential to damage marginalized groups and individuals. In social media, the practice of reviewing content, both 
manually and algorithmically, to filter out problematic language and content has become prevalent. The manual scheme is bound 
to become increasingly inefficient as the number of users and their posts for social media platforms both progressively increase. 
Hence, the identification of offensive and hateful language on social media is a crucial task in natural language processing. In this 
paper, we evaluate the predictive performance of deep neural networks for identification of offensive and hateful language. Three 
different word embedding schemes have been studied in the empirical analysis: word2vec, GloVe, and fastText. Convolutional 
neural networks, recurrent neural networks, long short-term memory, gated recurrent unit, bidirectional long short-term memory 
and bidirectional gated recurrent units have all been examined. The empirical results indicate that bidirectional gated recurrent 
units yield promising results for the task. 

Keywords: offensive text, hateful language, deep learning, bidirectional gated recurrent unit. 

1. INTRODUCTION 

Advances in information and communication technologies, as well as the proliferation and ubiquity of mobile 

devices equipped with Internet access, have significantly increased access to social media platforms. As a result, the 

number of social media users and the content they share on social media platforms, such as feelings, thoughts, and 

opinions, continues to grow. However, easy access to social media platforms can also result in abuse, as it enables 

the rapid dissemination of hateful or harassing content.  

Online social media platforms make it simple and global to express oneself, whether it is through normal online 

discourse or hate speech. Typically, hate speech is directed at an individual, a group, or an organization, consists of 

insulting statements intended to incite hatred or harm one’s reputation [1]. A critical component of today’s online 

social platforms is the automatic detection of hate and offensive expressions in natural languages, which are quite 

peculiar in their nature and frequently difficult to detect [2]. There are several important reasons why it is difficult to 

detect hateful and/or offensive speech automatically, particularly on social media. There are many expressions that 

are not offensive in nature, but they may contain abusive or hateful connotations in the context in which they are 

used [3]. In addition, words can be deliberately used differently to circumvent automatic content checking [4]. 
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Certain platforms, including widely used social media platforms such as Twitter and Facebook, employ human 

labor to attempt to remove malicious, abusive, offensive, or hateful content [1]. However, due to the volume of 

content shared on these platforms, it is extremely difficult to manually remove irrelevant content. This highlights the 

critical nature of automatically detecting hate speech, harassment, malicious, or offensive content in content shared 

on social media platforms. 

The main goal of this study is to investigate how effective deep neural networks are in identifying offensive and 

hateful language on social media. For this reason, we have examined several approaches for embedding words 

(namely, word2vec, GloVe, and fastText). Convolutional neural networks, recurrent neural networks, long short-

term memory, gated recurrent unit, bidirectional long short-term memory and bidirectional gated recurrent units 

have all been examined. The empirical results indicate that bidirectional gated recurrent units yield promising results 

for the task. 

This paper is made up of five parts. The second section of this paper discusses previous work on offensive and 

hateful speech identification. Section 3 details the methodology for the study, including the dataset, word embedding 

schemes, and deep learning architectures. Section 4 includes the details of the experiment, along with the empirical 

results. Finally, Section 5 presents the conclusion. 

2. RELATED WORK 

Much attention has been paid to hate speech detection because of the variety of tasks it can be applied to. Much 

of the earlier research contributions have employed linguistic features alongside supervised machine learning 

techniques. 

Davidson et al. [5] examined the predictive performance of conventional text representation schemes and 

supervised learning methods for automated identification of hate speech. The empirical results indicated that TF-

IDF weighted n-gram models in conjunction with logistic regression algorithm can yield promising results for hate 

speech recognition. Sharma et al. [6] developed an ontological classification scheme for identifying harmful speech 

based on the degree of hateful intent and used it to annotate Twitter data. In another study, Waseem and Hovy [7] 

examined the predictive performance of demographic, lexical, and geographic features on hate speech recognition. 

The empirical results indicated that geographic features and features based on word length distributions does not 

improve the predictive performance of supervised learning algorithms. However, gender information in conjunction 

with character n-grams can be utilized as an effective feature set for hate speech recognition task. Similarly, Nobata 

et al. [4] employed n-gram features, linguistic features, syntactic features, and distributional semantics features for 

abusive language identification in online user content.  

Agarwal and Sureka [8] conducted another study in which they used topic modeling, sentiment analysis, and 

semantic tagging to identify racist and radicalized Tumblr posts based on their narrative intent. In this scheme, a 

cascaded ensemble classification model has been presented for topic classification, and intent classification tasks. In 

another study, Alfina et al. [9] constructed a novel dataset for several aspects of hate speech, including religion, 

race, ethnicity, and gender. The predictive performance of conventional linguistic features including word bigram, 

word unigram, character trigram, character four-gram, and negative sentiment aspects have been considered. In the 

empirical analysis, supervised learning algorithms, such as, Naïve Bayes, support vector machines, Bayesian logistic 

regression, and random forest algorithm have been evaluated. The empirical results indicated that word n-gram 

features can outperform character n-gram models. Recently, Oriola and Kotze [10] evaluated the predictive 

performance of word n-gram features, character n-gram features, syntactic features, and negative sentiment-based 

features for identification of offensive and hate speech in South African tweets. 

Deep neural networks are being employed to identify offensive and hateful speech on social media platforms as 

well. For instance, Badjatiya et al. [11] presented a deep learning-based approach for hateful speech identification. 

In this scheme, the predictive performance of three neural language models (i.e., random embedding, fastText, and 

GloVe) have been evaluated in conjunction with two deep neural network architectures, namely, convolutional 

neural networks and long short-term memory architecture.  

In another study, Kapil et al. [12] examined the conventional text representation schemes and neural language 

models for hate speech identification. In this regard, word2vec, GloVe, fastText, and one-hot encoding have been 

considered. The performance of 13 different deep neural architectures based on convolutional neural networks, long 

short-term memory, bidirectional long short-term memory, and character-convolutional neural networks have been 

analyzed. The experiment analysis indicated that GloVe word embedding scheme in conjunction with bidirectional 

long short-term memory and character-convolutional neural network yields promising results for hate speech 
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recognition task. In a similar way, Kapil and Ekbal [13] introduced a novel hybrid deep neural network architecture 

based on convolutional neural network, gated recurrent unit and multi-task learning for hate speech detection. In a 

similar way, Lee and Lee [14] presented a deep learning-based scheme for bias and hate speech identification. In 

this scheme, multi-channel convolutional neural network architecture with the attention mechanism has been 

presented. Recently, Zhao and Tao [15] presented a deep learning-based scheme for offensive language 

identification. In this scheme, XML-RoBERTa pre-training model has been utilized. 

The identification of offensive and hateful speech on social media can be regarded as a text classification task. 

Classification of texts into pre-defined categories or classes is a critical subfield of text mining. Web page 

classification [16], sentiment analysis [17-22], and text genre classification [23] have all used text mining to great 

effect. It is critical to use an appropriate word embedding scheme and a deep learning architecture to identify hateful 

speech. In this context, these experiments will evaluate the usefulness of conventional word embedding and deep 

learning architectures. 

3. METHODOLOGY 

The section contains dataset used to examine the offensive and hateful language identification, as well as 

description of the text embedding methods and deep learning architectures that were utilized in the empirical study. 

3.1. Dataset 

In the empirical analysis, the hate speech lexicon obtained from hatebase.org has been utilized [5]. In this dataset, 

user-provided words and phrases have been utilized to annotate the text documents as hate speech. The dataset has 

been obtained via Twitter API. After pre-processing stages, a randomly sampled collection of 25,000 tweets have 

been included in the dataset. The “hate” label is assigned to tweets that contain hateful text, the “offensive” label is 

assigned to tweets that contain only offensive text, and the tweets that are neither hateful nor offensive are annotated 

as “okay” in the dataset. 

3.2. Neural language models 

The conventional representation scheme in machine learning-based natural language processing (NLP) tasks is to 

represent text documents via bag-of-words (BOW). BOW has two significant drawbacks. In BOW, the order of the 

words does not matter. In addition, the total number of words in the text collection corresponds to the vector length, 

which involves high dimensionality.  

In deep learning-based NLP tasks, neural language models have been frequently employed, which enable the 

representation of data with fewer dimensions [24]. We have examined three approaches for embedding words 

(namely, word2vec, GloVe, and fastText) in the empirical analysis. 

The Word2vec model is a three-layer artificial neural network-based technique for word embedding [25]. It is 

composed of three layers: an input one, an output one, and a hidden one. Its goal is to develop an understanding of 

word embedding by calculating the probability that a given word will be surrounded by other words. The model is 

based on two fundamental architectures: the skip-gram (SG) and the continuous-bag-of-words (CBOW). The 

CBOW architecture defines the target word by analyzing its content; by contrast, the SG architecture takes the target 

word as input and predicts the words that surround it. The CBOW architecture is capable of handling small amounts 

of data efficiently. On the other hand, the SG architecture outperforms the CBOW architecture when dealing with 

large data sets.  

The GloVe is a word2vec-based model that was developed to learn word embeddings from text documents 

efficiently. The model incorporates local contextual learning from the word2vec model with global matrix 

factorization [26]. When calculating the error function of the model, the probability ratios of words are also 

considered. Words that appear close together in a text document and are more likely to be seen together are more 

important than other words during the learning process [25].  

The fastText model is another efficient technique for obtaining word embeddings from text documents. Each 

word is represented by dividing the character into n-grams in this model. We generate word vectors for each n-gram 

in the training set. The fastText model provides a more efficient word embedding scheme for morphologically rich 

languages and rare words [27]. 
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3.3. Deep learning architectures 

Deep learning architectures have recently gained considerable research attention in a variety of fields, including 

text classification. In the empirical analysis, convolutional neural networks, recurrent neural networks, long short-

term memory, gated recurrent unit, bidirectional long short-term memory and bidirectional gated recurrent units 

have all been examined. 

Convolutional neural networks (CNNs) are a subclass of deep neural networks that process data using a grid-

based topology [28]. Convolution, a specialized type of mathematical operation, was used in one or more 

convolutional layers of the CNN instead of general matrix multiplication, as is the case with conventional neural 

network architectures. Three layers comprise the architecture of the CNN: input, output, and hidden. The 

architecture's hidden layers function as substitutes for several layers, including convolutional layers, pooling layers, 

fully connected layers, and normalization layers.  

A recurrent neural network (RNN) is a type of deep network architecture designed for the purpose of processing 

sequential data. The nerve cells’ connections form a directed graph in this architecture. It is possible to process 

inputs of any length using the RNN architecture. Historic data is also considered during the calculation [24]. The 

vanishing gradient problem frequently manifests itself in RNN architectures. Long-term dependencies are difficult 

to model in RNN architectures because the multiplicative gradient varies with the number of layers [27].  

Long short-term memory units (LSTM) are an iterative neural network architecture that circumvents the 

vanishing gradient problem that plagues traditional RNN architectures. With a finite number of time steps, LSTM 

enables error propagation backwards. A fundamental LSTM unit consists of a cell and three fundamental gates: an 

entry gate, an exit gate, and a forget gate. It is determined which data should be protected and when the units will be 

accessed based on the condition of the doors [27].  

The gated repeating unit (GRU) architecture is a recurrent neural network architecture that is less complex than 

the LSTM and produces comparable experimental results [27, 29]. A basic GRU architecture consists of two ports: 

one for reset and one for update. 

The bidirectional architectures (namely, Bi-LSTM and Bi-GRU) utilizes hidden layers in both directions to 

capture both potential and previous contexts. As a result, the network learns more efficiently, and the transfer of 

temporal knowledge is increased in both directions [27]. 

4. EXPERIMENTAL PROCEDURE AND RESULTS 

This section describes the experimental design, and the empirical findings. 

4.1. Experimental procedure 

The deep learning architectures used in the empirical analysis were developed and trained using TensorFlow and 

Keras. We used a hyper parameter searching algorithm to optimize the predictive performance of each deep learning 

model. This was accomplished using hyper parameter optimization based on Bayesian optimization via the Gaussian 

process. Eighty percent of the data in the corpus was used as a training set, while the remaining twenty percent was 

used as a testing set. We considered the word2vec and fastText schemes, as well as the continuous skip-gram and 

CBOW schemes, with varying vector sizes (200 and 300) and projection layer dimensions (100 and 200). To 

evaluate the performance of classification algorithms, two distinct evaluation metrics, namely, classification 

accuracy and the F-measure have been considered. 

 

Table 1. Classification accuracy values obtained by compared word embedding schemes and deep neural networks 

Word embedding Vector size Layer size CNN RNN LSTM GRU Bi-LSTM Bi-GRU 

word2vec (Skip-gram) 200 100 79,48 82,38 83,80 85,31 86,80 88,74 

word2vec (Skip-gram) 200 200 80,28 83,02 84,28 85,54 87,25 89,13 

word2vec (Skip-gram) 300 100 81,38 83,24 84,43 86,23 87,45 89,74 

word2vec (Skip-gram) 300 300 81,95 83,36 84,98 86,36 88,26 92,30 

word2vec (CBOW) 200 100 79,99 82,44 84,04 85,38 86,81 88,74 
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word2vec (CBOW) 200 200 80,47 83,03 84,29 85,73 87,33 89,20 

word2vec (CBOW) 300 100 81,38 83,25 84,50 86,24 87,71 89,88 

word2vec (CBOW) 300 300 82,10 83,49 85,04 86,37 88,35 92,33 

fastText (Skip-gram) 200 100 80,03 82,82 84,05 85,39 86,93 88,79 

fastText (Skip-gram) 200 200 80,72 83,05 84,37 85,80 87,35 89,27 

fastText (Skip-gram) 300 100 81,74 83,31 84,77 86,26 87,95 90,67 

fastText (Skip-gram) 300 300 82,12 83,57 85,10 86,50 88,37 92,66 

fastText (CBOW) 200 100 80,03 82,85 84,06 85,42 87,06 88,83 

fastText (CBOW) 200 200 81,11 83,10 84,39 85,91 87,36 89,49 

fastText (CBOW) 300 100 81,74 83,33 84,88 86,32 87,97 91,49 

fastText (CBOW) 300 300 82,22 83,62 85,23 86,54 88,40 93,02 

GloVe 200 100 80,11 82,99 84,26 85,50 87,17 88,84 

GloVe 200 200 81,13 83,23 84,40 86,00 87,36 89,65 

GloVe 300 100 81,85 83,36 84,94 86,34 88,10 92,15 

GloVe 300 300 82,25 83,77 85,24 86,62 88,65 93,84 

4.2. Experimental procedure 

In Tables 1 and 2, the classification accuracy and F-measure values obtained by the compared word embedding 

schemes and deep neural architectures have been presented, respectively. Regarding the word embedding schemes 

considered in the empirical results, the highest results have been generally achieved by GloVe word embedding 

scheme. The second highest predictive performance has been generally achieved by fastText (CBOW) model, which 

is followed by fastText (skip-gram) model. The lowest predictive performances have been generally achieved by 

word2vec neural language model. Regarding the different vector sizes considered in the empirical analysis, vector 

size of 300 yields higher predictive performance compared to vector size of 200. The third factor of the empirical 

analysis is to examine the dimension of the projection layer. In this regard, we have considered projection layer size 

of 100, 200, and 300. The highest predictive performance among these compared configurations has been achieved 

by the projection layer size of 300. Regarding the deep neural network architectures employed in the analysis, 

bidirectional architectures outperform the conventional architectures. The highest predictive performance among all 

the compared has been achieved by bi-directional gated recurrent neural network architecture in conjunction with 

GloVe word embedding model. In Figures 1 and 2, the main effects plot for accuracy and F-measure values have 

been presented to summarize the findings of the empirical analysis. 

Table 2. F-measure values obtained by compared word embedding schemes and deep neural networks 

Word embedding Vector size Layer size CNN RNN LSTM GRU Bi-LSTM Bi-GRU 

word2vec (Skip-gram) 200 100 0,80 0,83 0,84 0,86 0,87 0,89 

word2vec (Skip-gram) 200 200 0,81 0,84 0,85 0,86 0,88 0,90 

word2vec (Skip-gram) 300 100 0,82 0,84 0,85 0,87 0,88 0,90 

word2vec (Skip-gram) 300 300 0,83 0,84 0,86 0,87 0,89 0,93 

word2vec (CBOW) 200 100 0,81 0,83 0,85 0,86 0,87 0,89 

word2vec (CBOW) 200 200 0,81 0,84 0,85 0,86 0,88 0,90 

word2vec (CBOW) 300 100 0,82 0,84 0,85 0,87 0,88 0,91 

word2vec (CBOW) 300 300 0,83 0,84 0,86 0,87 0,89 0,93 

fastText (Skip-gram) 200 100 0,81 0,83 0,85 0,86 0,88 0,89 

fastText (Skip-gram) 200 200 0,81 0,84 0,85 0,86 0,88 0,90 

fastText (Skip-gram) 300 100 0,82 0,84 0,85 0,87 0,89 0,91 

fastText (Skip-gram) 300 300 0,83 0,84 0,86 0,87 0,89 0,93 

fastText (CBOW) 200 100 0,81 0,83 0,85 0,86 0,88 0,89 

fastText (CBOW) 200 200 0,82 0,84 0,85 0,87 0,88 0,90 

fastText (CBOW) 300 100 0,82 0,84 0,85 0,87 0,89 0,92 

fastText (CBOW) 300 300 0,83 0,84 0,86 0,87 0,89 0,94 

GloVe 200 100 0,81 0,84 0,85 0,86 0,88 0,89 

GloVe 200 200 0,82 0,84 0,85 0,87 0,88 0,90 

GloVe 300 100 0,82 0,84 0,86 0,87 0,89 0,93 

GloVe 300 300 0,83 0,84 0,86 0,87 0,89 0,95 
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Fig. 1. Main effects plot for classification accuracy values 

 

Fig. 2. Main effects plot for classification F-measure values 

CONCLUSION 

While the Internet and mobile devices have greatly simplified access to social media platforms, which facilitates 

the exchange of ideas, opinions, and feelings, such platforms are also prone to abuse, and offensive and hateful 

language can be easily shared on social media. Unchecked growth of hate has the potential to cause significant harm 

to our society, as well as to marginalized groups and individuals. The practice of manually and algorithmically 

reviewing content to remove offensive language and content has become widespread on social media. Manual 

methods are destined to become increasingly inefficient as the number of users and their posts on social media 

platforms continue to grow. As a result, identifying offensive and hateful language on social media platforms is a 

critical task for natural language processing. We examine the predictive performance of deep neural networks in 

identifying offensive and hateful language in this article. In the empirical analysis, three distinct word embedding 

schemes were compared: word2vec, GloVe, and fastText. The following algorithms have been examined: 

convolutional neural networks, recurrent neural networks, long short-term memory, gated recurrent units, 

bidirectional long short-term memory, and bidirectional gated recurrent units. The empirical evidence suggests that 

bidirectional gated recurrent units can perform well on this task. The highest predictive performance among all the 

compared has been achieved by bi-directional gated recurrent neural network architecture in conjunction with 

GloVe word embedding model. 
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Abstract 

With the development of the automation industry, the number of worker in the factory is reduced. Therefore, for each worker it is 

not easy to detect and put out the fire immediately. We design a system with Bluetooth sensors and Bluetooth broadcast protocol. 

This system can sense environmental data and transmit the data to the edge computer through Bluetooth broadcast. The edge 

computer will scan the surrounding Bluetooth signals to identify the Bluetooth sensor broadcast signals that contain 

environmental data. After the edge computer obtains the environmental data, it will use the algorithms to calculate environmental 

changes and make the intelligent decision. If the edge computer find out the environment to be in danger, it will send warning 

message to the users. The edge computer will notify the users. And it will stop the PLC equipment. So the operation of the 

production line will be stopped to reduce the loss of the factory. 

Keywords: Environment Safety, IoT, Edge computing, Bluetooth, PLC 

1. INTRODUCTION 

The fire safety of the factory is extremely important. Even with strict regulations and sufficient fire protection 

awareness, fire accidents will still occur. The negligence of personnel to pay attention to the details of the factory is 

one of the reasons for accidental fire alarms in the factory, such as the temperature in the environment. It will affect 

the safety of the factory’s storage. The humidity level will affect the incidence of electrostatic discharge 

bombardment; however, workers cannot always monitor environmental changes and constantly inspect the 

equipment. Bluetooth sensors and edge computers capable of intelligent judgment assist workers in monitoring the 

factory environment. 

This paper designs a smart firefighting system. With the wireless transmission of Bluetooth sensors and easy 

deployment, the edge computer on the production line makes intelligent judgments of the environment. When the 

environment changes too fast, a message is sent to notify users to pay attention. When environmental data exceeds 

the warning value, an alarm is issued to notify the user. When necessary, the edge computer will actively control the 

Programmable Logic Controller (PLC) of the production line to perform related actions to achieve the intelligent 

automatic fire protection system. 

 

* Corresponding author. 
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Reference [1] uses Arduino Mega and Raspberry Pi 3B+ to design a fire alarm system. Arduino uses multiple 

optical sensors to detect flames and chemical smoke to determine the location of abnormal environments, and use an 

automatically controlled lens module to observe abnormalities. Direction, finally connect the Arduino IP to the 

Router using Wi-Fi via ESP-01. Reference [2] designed an automatic fire monitoring system for the textile industry, 

reference [3] [4] designed a fire alarm and fire control system, reference [5] is for home fire monitoring, reference [6] 

is aimed at For the monitoring of hazardous materials, reference [7] is a simulation of fire in household appliances 

factories, reference [8] is a wireless fire monitoring system, reference [9] is a fire extinguishing system using 

Internet of Things technology, reference [10] ][11][12] uses wireless network to realize, reference [13][14][15][16] 

uses Arduino to realize related system. 

2. RESEARCH DESIGN 

2.1. System architecture diagram 

This research is divided into three parts: the Bluetooth sensor responsible for collecting environmental data, the 

edge computer for data analysis, and the PLC responsible for dealing with abnormal conditions on the production 

Line, and it is combined with Line Notify to achieve the function of reporting users, as shown in Figure 1. 

 

Fig. 1. System architecture diagram 

2.2. System flow chart 

The Bluetooth sensor is responsible for collecting the response data and sending the data to the edge computer 

using Bluetooth broadcasting. When the edge computer receives the environmental data, it will store the data and 

make a judgment. When the data is judged to be abnormal, it will report to the user through Line Notify Perform 

related processing with the control PLC, and the flowchart is shown in Figure 2. 
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Fig. 2. System flow chart 

2.3. Bluetooth sensor 

Bluetooth sensors are different from traditional fire sensors that use a single sensing method such as optical and 

thermal. Bluetooth sensors use multiple sensor modules, as shown in Figure 3, which continuously senses a variety 

of environmental data; And different from the traditional fire sensor that transmits the fire alarm to the fire 

protection switchboard by wire when it detects a fire, the Bluetooth sensor in this research uses the Bluetooth signal 

as the transmission method, which achieves the characteristics of easy deployment and diversification of the 

equipment. 

 

Fig. 3. Bluetooth sensor 

2.4. Edge computer 

The edge computer is different from the traditional fire protection switchboard by connecting the sensor by wire. 

The edge computer can scan and collect the Bluetooth sensor through its built-in Bluetooth device to send a 
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Bluetooth signal containing environmental data, and perform data calculation and judgment, and Perform related 

actions according to the judgment result, such as reminding the user that the environment changes too fast and 

requiring special attention, so as to remind the user to take preventive actions, and use the lens module to send real-

time images to the remote user, as shown in Figure 4. 

 

 

Fig. 4. Edge computer 

2.5. Programmable logic controller 

With the development of Industry 4.0, factories have gradually become automated, and PLC has become one of 

the best solutions for automated factories with flexible and stable systems, used to control production line machines. 

When a fire occurs, the PLC connected to the edge computer can be controlled by the edge computer to minimize 

the equipment loss of the production line. 

 

3. RESEARCH METHODS 

3.1. Bluetooth sensor 

The Bluetooth sensor uses the Arduino UNO R3 development version, with DHT-22 temperature and humidity 

sensor, Sharp GP2Y1014AU smoke sensor, KY-23 flame sensor, and JDY-18 Bluetooth module to collect various 

data in the environment. And send the data to the edge computer by way of Bluetooth broadcast, as shown in Figure 

5.  
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Fig. 5. Bluetooth sensor flow chart 

Use the timer on the Arduino UNO to read the temperature and humidity sensor at 200 milliseconds per second, 

read the smoke sensor at 300 milliseconds, read the flame sensor at 650 milliseconds, and update the Bluetooth 

module data at 700 milliseconds. And start the watchdog every 20 seconds to confirm the device status; the 

Bluetooth broadcast will continue to be sent, but the broadcast will stop when the Bluetooth data is updated. 

The development board uses Arduino UNO R3. Arduino UNO is an open source control board developed by 

Arduino.cc using Microchip ATmega328P microcontroller. This development version has 14 digital pins and 6 

analog pins. It supports SPI, UART and IIC communication protocols. It can be connected to a computer with its 

own B-type USB interfaces. It can be used to write programs with the open source software Arduino IDE to achieve 

soft the purpose of rapid hardware development. 

The temperature and humidity sensor uses DHT-22, which is an Aosong AM2302 digital temperature and 

humidity sensor that uses a digital output signal that has been calibrated before leaving the factory. The sensor 

includes an NTC temperature measuring element and a capacitive humidity sensing element. The calibration data is 

stored in the OTP memory in a programmed form and connected to a high-performance 8-bit single-chip 

microcomputer. Therefore, the sensor has the advantages of fast response, easy development, small size, and low 

power consumption. 

The smoke sensor uses SHARP GP2Y1014AU, which uses optical methods to detect air particles. Its internal 

design is equipped with diagonal infrared diodes and photoelectric crystals. It is detected by the reflected light of 

suspended particles in the air and can measure tiny particles above 0.8 microns. Particles, and the sensor have the 

advantages of low power consumption and small size. 

The flame sensor uses KY-23, which is suitable for all kinds of flames. It uses the flame to have strong infrared 

characteristics, uses an infrared receiver tube to sense the flame, and then converts the sensed flame infrared 

intensity into a high and low level signal. 

The Bluetooth module uses JDY-18, which is based on the Bluetooth 4.2 communication protocol and is 

compatible with Bluetooth 5.0. The working frequency band is 2.4GHz. The user can use AT commands to set the 

device name, transmit power, working mode, pairing password and other functions. The working modes include 

master-slave pairing mode, iBeacon broadcast and probe mode. 

3.2. Bluetooth broadcast technology Beacon  

Bluetooth Beacon is a broadcast technology based on the Bluetooth Low Energy (BLE) protocol. It works as a 

device that already has Bluetooth low energy communication capabilities and uses Bluetooth low energy technology 

to send its own unique data packets to surrounding devices. The data packet contains the device-specific service 

UUID (Service Universally Unique Identifier), short data, and RSSI, which is quite short. Beacon will broadcast the 
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data packet to the surroundings at regular intervals, and use the supported Bluetooth device to receive the Beacon 

data packet, which is often used for accurate indoor positioning or for product promotion with mobile APP. 

Apple’s iBeacon is the earliest company on the market to use Beacon technology. The iBeacon packet contains 

UUID, RSSI and other formats. The short data is divided into 16bits Major and Minor; the short data was originally 

used to push product codes and match RSSI and mobile APP programs to provide product information, etc. 

However, in this study, Major and Minor are used as the tools for sensor data transmission. The raw data of each 

sensor module occupies too much space and cannot be put into the Major and Minor completely. In order to 

smoothly transmit the temperature, humidity, smoke, and flame data through the iBeacon protocol, the following 

changes the data of each sensor. The temperature and humidity data of the temperature and humidity sensor use 

32bits floating-point numbers. Because the accuracy of the sensor reaches one decimal place and the range is 0 to 

100, both data are magnified ten times and converted to Integer data, the occupied space becomes 10bits. After the 

temperature and humidity data occupy 10bits each for Major and Minor, there is still 6bits space left to provide 

smoke sensors and flame sensors. The range of values detected by the smoke sensor is an integer of 0~3000 (12bits). 

In this study, it will be proportionally mapped to 0~63, occupying the remaining 6bits space of Major. The range of 

values detected by the flame sensor is an integer of 0~1023 (10bits). In this study, it is finally mapped to 0~63, 

occupying the remaining 6bits space of the Minor, as shown in Figure 6. 

 

 

Fig. 6. iBeacon data space allocation 

3.3. Raspberry Pi Edge Computer  

This research uses Raspberry Pi 3B+ with Pi Camera V2 lens module as the edge computer, and uses three 

important tools to achieve the goal, namely Bluepy, SQLite and Line Notify. Raspberry Pi 3B+ is a single board 

computer using Linux system, with ARM Cortex-A53 processor, 1GB memory, WiFi, Bluetooth 4.2BLE and 

Ethernet interface. The Pi Camera V2 lens module has 8 million pixels and is connected to the Raspberry Pi through 

the CSI interface, which is used in this research to capture flame images and report to the user. The main workflow 

of the edge computer has three parts. The first is to scan and collect Bluetooth sensor data. The second is to perform 

an algorithm on the collected data to determine whether the environmental data is abnormal. The third is when the 

data judgment result is abnormal. To inform users or control related equipment. 

Bluepy is open source software developed by GitHub IanHarvey, which realizes the use of Python interface to 

control BLE devices under Linux environment. The edge computer will use Bluepy to control the Bluetooth low 

energy device on the Raspberry Pi, scan all Bluetooth packets in the surrounding environment, and save the packets 

with the sensor-specific UUID tag to obtain the data of all the sensor modules. 

SQLite is a portable relational database. It has the characteristics of serverless and cross-platform. It can store 

data on any client, providing a portable and easy-to-use simple database. After the edge computer has parsed the 

Bluetooth broadcast packet from the Bluetooth sensor, it will obtain the sensor's Bluetooth address and the data of 

each sensor. The edge computer will use the Bluetooth address as the name to create a database, and according to 

time, smoke sensing the sequence of the sensor value, temperature, flame sensor value, and humidity is stored in the 

database. 
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Line Notify is a service provided by Line. After users apply for this function, Line will issue an access token to 

provide users. Users can write automatic scripts and use Line Notify to send any message. Anything that has the 

same access token here In the Line Notify group, you will receive messages or photos of automatic scripts. In this 

study, Line Notify achieves the function of notifying users. When Bluepy scans and collects the data of the 

Bluetooth sensor and saves the relevant values into SQLite, it will judge the data. If the judgment result is abnormal, 

the abnormal value will be passed through Line Notify reports to users. 

There are two types of abnormal report values. The first is to determine the normal distribution in statistics, and 

calculate the normal distribution of the latest 100 Bluetooth sensor data. If the scanned Bluetooth sensor data 

exceeds this The subnormal distribution will be judged as the environment changes too fast; to calculate the normal 

distribution, the average value (1) and the standard deviation (2) are required, and the two can be expressed as the 

following two formulas , the normal distribution is 3 standard deviations from the mean, and the coverage 

distribution ratio is 99.7%. 

 

                                                                                                                                                           
(1) 

 

                                                                                                                                                
(2) 

 

The second is to set the abnormal value limit in response to environmental conditions. If the abnormal value limit 

is exceeded, it will be directly judged as an environmental abnormality: Temperature: According to the "High 

Temperature Work Rest Time Standard", the maximum comprehensive temperature thermal index value for light 

work is 33°C, but Set at 40°C due to the experimental environment. Humidity: The temperature rises and the 

humidity drops during a fire, so the humidity alarm is set at 30% RH lower than the normal environment. Flame: 

Due to the characteristics of the sensor, indoor lighting will cause some errors. To avoid misjudgment, set the value 

to 15 levels. Smoke: According to the corresponding data in the data sheet, poor air quality corresponds to a value of 

30. 

3.4. Programmable logic controller  

PLC is a kind of microprocessor digital electronic device that can be controlled by logic programming. It is a 

digital controller for automatic control. With the continuous improvement of factory automation, the use of PLC is 

becoming more and more popular. This experiment uses PLC to simulate a production line with fire extinguishing 

devices. By constantly communicating with the edge computer to obtain work instructions, when the edge computer 

knows that the Bluetooth sensor detects the flame, it will issue a fire extinguishing action to the PLC through the 

socket interface. The PLC will also report that the fire is being extinguished; until the Bluetooth sensor no longer 

detects the flame, the edge computer will issue an end fire extinguishing action, and the PLC will also report a 

shutdown until the PLC is restored to normal operation. 

4. ENVIRONMENTAL DESIGN SIMULATION RESULTS 

4.1. Abnormal temperature changes 

Put the Bluetooth sensor in the transparent acrylic box as shown in Figure 7. Start and leave it for more than 30 

minutes, let the edge computer collect data and obtain the normal temperature distribution; when the edge computer 

obtains the normal distribution, it will be placed in the acrylic The hair dryer at the opening of the force box starts to 

heat the inside of the acrylic box. After the hair dryer starts to heat, the temperature exceeds the normal distribution 

range of the previous environmental statistics of the edge computer, and a Line Notify message is sent to warn the 

user that the ambient temperature changes too fast. When the temperature exceeds forty degrees, the user will be 

immediately reported to the user that the ambient temperature is too high. , The data record of the experiment 

process is shown in Figure 8. 
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Fig. 7. Field of abnormal temperature change 

 

 

Fig. 8. Abnormal change simulation data record 

4.2. The smoke and flame sensor exceeds the alarm value 

Place the Bluetooth sensor in a transparent acrylic box to simulate the field as shown in Figure 9. First click on 

the incense to simulate smoke when a fire occurs. The edge computer immediately sends a Line Notify message to 

inform the user that there is smoke in the environment; detection; when the smoke of the incense stick is reached, 

the candle is lit to simulate the existence of a flame. After the edge computer judges that there is a flame, it 

immediately activates the lens module to shoot the scene and report the user's scene status through Line Notify. The 

data record of the experiment is shown in Figure 10. 
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Fig. 9. Smoke and flame field 

 

Fig. 10. Smoke and flame sensing records 

4.3. Edge computer control PLC fire extinguishing 

As shown in Figure 11(a), the Bluetooth sensor and candle are placed in the transparent acrylic box on the upper 

right side, and the edge computer with the lens module on the lower right side is connected to the control box with 

the PLC on the left side through Ethernet. First, the green light indicates the normal operation of the simulated 

production line, as shown in Figure 11(b). When the candle in the acrylic box is lit and the edge computer sends a 

fire extinguishing command to the PLC, the yellow light of the control box on behalf of the fire extinguishing action 

lights up. Finally, when the candle is extinguished, the edge computer informs that the fire alarm is over, and the red 

light on the control box that represents the stop of operation lights up. Figure 11(c) shows that the edge computer 

reports that the flame is detected and the control box enters the fire extinguishing action; and the Line Notify report 

of the fire extinguishing action is sent via the edge computer. Figure 11(d) shows that after the candle is 

extinguished, the edge computer informs the control box that the fire alarm is over, and the fire extinguishing action 

can be stopped. The control box reports that the extinguishing action is over after receiving the instruction and 
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enters the shutdown state; finally, it also reports that the extinguishing action has been completed through Line 

Notify. Finish.  

 

Fig. 11. (a) The edge computer controls the PLC fire extinguishing field (b) The control box operates normally (c) The control box starts fire 

extinguishing (d) The control box stops action 

CONCLUSION 

This research designed a set of intelligent automated industrial fire protection system, using a Bluetooth sensor 

designed in this research that is easy to install and free of settings. Through the Bluetooth broadcast mode, it 

continuously sends environmental data to the edge computer. The edge computer with smart judgment and smart 

control functions will collect data from Bluetooth sensors and perform algorithm calculations to determine whether 

the environment has drastically changed. Processing, even in the event of a fire, can autonomously control the PLC 

to extinguish and protect the production line equipment. 
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Abstract 

In the industrial environment, continuous improvement of manufacturing and assembly processes is essential. Higher and faster 

customer’s expectations have resulted in an increased complexity of manufacturing systems. Data collection has become easier 

and simpler, which has made it possible to develop new methods while conventional ones can be operated more efficiently. This 

paper deals with the relationship between two traditional methods such as Overall Equipment Effectiveness (OEE) and Failure 

Mode and Effect Analysis (FMEA). Firstly, a literature review demonstrates scientific relevance. Secondly, the correlation 

between the contributor of OEE (availability, performance, quality) and the components of FMEA (severity, occurrence and 

detection) is revealed. The complex analysis includes more than seven years real data from an automotive semi-automatic 

assembly line. 

Keywords: OEE, FMEA, assembly line, correlation 

1. INTRODUCTION 

Manufacturing companies are under increasing pressure to raise productivity and performance levels. Enterprises 

systematically develop their manufacturing and assembly processes to meet customer expectations more cost-

effectively. Higher and faster customer’s expectations have resulted in an increased complexity of manufacturing 

systems. Data collection has become easier and simpler, which made the development of new methods possible. In 

addition, traditional methods can be operated more efficiently. Nowadays, we have larger set of raw data than we 

are able to process and evaluate parallel with ongoing operations. 

Most of the automotive companies and suppliers use the Overall Equipment Effectiveness (OEE) indicator to 

track their effectiveness. This Key Performance Indicator (KPI) can be increased by various methods among others 

lean manufacturing, six sigma, line balancing and simulation. Different quality improvement tools such as Failure 

Mode and Effect Analysis (FMEA), cause and effect diagram, why-why analysis, failure tree analysis can also 

influence the current value of OEE. This article investigates the correlation between the contributor of OEE 

(availability, performance, quality) and the components of FMEA (severity, occurrence and detection). 
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2. Literature review 

In the scientific literature the concept of OEE and FMEA are extensive. According to Corrales et al. in terms of 

OEE more than 850 papers were published between 1996 and 2020 [1]. FMEA is one of the most effective fault 

analysis procedures in engineering field. Both methods are standardized based on the following: 

 

• OEE (at the area of semiconductor manufacturing):  

- SEMI E10, Specification for Definition and Measurement of Equipment Reliability, Availability, and 

Maintainability (RAM) 

- SEMI E79, Specification for definition and measurement of equipment productivity 

• FMEA: 

- BS EN IEC 60812:2018, Failure Modes and Effects Analysis (FMEA and FMECA) 

2.1. The concept of Failure Mode and Effect Analysis 

Within automotive industry, Advanced Product Quality Planning (APQP) is a standard method. This framework 

includes quality-oriented procedures and tools within the product creation process.  One such tool is the FMEA, 

which is a highly structured preventive quality method. FMEA is based on former similar products and 

manufacturing processes [2]. FMEA is a systematic tool that identifies and evaluates potential failure modes and 

effects of entire production system in various phases of the product life cycle. The main purpose of the FMEA is to 

take actions to reduce or eliminate potential failures, starting with the highest-priority ones [3]. Another purpose is 

to provide a perfect product or service to the customer. The method is widely used in automotive industry, sector of 

aerospace, electronics, military, plastics, power plant, software, food industry, area of medical and pharmaceutical 

[4]. 

Based on Mil-P 1629 document FMEA method was introduced at the United States Military in 1949 [5]. It is 

used by the aerospace industry since the 1960s. In the 1970s Ford Motor Company introduced FMEA to the 

automotive industry. It was developed and standardized by the Auto Industry Action Group (AIAG) in the 1980s 

[6].  

 

FMEA is characterized in the following ways: 

• qualitative technique of continuous improvement [7] 

• proactive failure analysis quality tool [8] 

• analytical quality planning tool dedicated potential failure modes [3] 

• structured approach to improve quality, reliability and safety [9] 

There are many types of FMEA among others: Concept FMEA (CFMEA), Design FMEA (DFMEA), Process 

FMEA (PFMEA), Maintenance FMEA (MFMEA), Logistics FMEA (LFMEA). Process FMEA has two part such as 

Manufacturing FMEA and Assembly FMEA. The main advantages of using the FMEAs are reduction of warranty 

costs, improvement of the quality and reliability of the products, increasing the safety in the operation, reduction of 

the time needed from the project phase to the market launch [10]. 

 

FMEA determines the risk priority number (RPN), which is given by the product of the severity (S), occurrence 

(O) and detection (D) of the failure. 

RPN = S × O × D   (1) 
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The value of the three factors is estimated to vary between 1 and 10 so the RPN will be between 1 and 1000. In 

case of higher RPNs the operative team must undertake efforts to reduce this calculated risk through corrective 

actions.  

 

Heutmann and Schmitt used the risk priority number for disturbance prediction at the synchronized individual 

production [11]. According to Fabarisov et al. FMEA, Failure Mode Effects and Criticality Analysis (FMECA) and 

Hazard and Operability Analysis (HAZOP) are top-level qualitative methods that require numerical input from 

quantitative methods [12]. Subriadi and Najwa presented an improved FMEA model based on the traditional FMEA. 

The developed model was validated at the field of information technology risk assessment [13]. Sutrisno et al. 

developed a modified FMEA as means to access the criticality of waste in maintenance operations. They defined a 

metric which was called Waste Priority Number (WPN) and used as surrogate of maintenance waste risk. WPN 

index is having the similar function like the RPN in conventional FMEA [14]. 

 

The weaknesses of FMEAs are as follows: difficult to find the potential root causes, non-linear 1–10 priority 

scales, 

evaluating risk factors accurately, subjectivity human error, time-consuming, the importance level of parameters 

which are similar, main focus on the RPN. Factors are not generated by measurement but by determination, so their 

values are not very reliable [6, 13]. Sankar and Prabhu found that the different RPN values are not evenly distributed 

on a scale of 1 to 1000. At the beginning of the scale, the RPN number can take values in many more combinations 

[15]. Bowles and Peláez first applied the fuzzy method to the FMEA procedure to overcome the disadvantages of 

FMEA [16].  According to Ishak et al. Fuzzy FMEA is an efficient method in determining priority numbers of risk 

of failure of products to be identified prior to repair actions [4]. 

2.2. Overall Equipment Effectiveness (OEE) as a Key Performance Indicator (KPI) 

According to the scientific literature several Key Performance Indicator (KPI) are used to measure production 

efficiency. In the production domain, Overall Equipment Effectiveness (OEE) is a widely used and most famous 

performance indicator [17]. OEE was introduced by Nakajima when the Total Productive Maintenance (TPM) 

concept was presented in 1988. It is the product of the availability, performance and quality of the machine or 

assembly line.  Under ideal circumstances availability is higher than 90%, performance is higher than 95% and 

quality rate is higher than 99%. According to this conditions OEE percentage is higher than 84.6% [18]. Hansen has 

determined excellent OEE percentage values for different production types, in case of batch production it has the 

value of 85% [19]. 

 

The basic formula for calculating OEE is written as: 

OEE = A × P × Q [%]  (2) 

where: A - availability [%]; P - performance [%]; Q - quality [%]. 

 

The value of OEE can be increased in numerous ways among others: 

• Lean manufacturing tools 

– 5S, Andon, Heijunka, Kaizen, Kanban, Line Balancing, One-Piece-Flow, Poka Yoke, Pull System, Shop 

Floor Management, Single Minute Exchange of Die (SMED), Standard Operating Procedure (SOP), Total 

Productive Maintenance (TPM), Value Stream Mapping (VSM), Visual Management, Yamazumi 

• Quality tools 

– 5 Why, 5W2H, Cause and Effect Diagram, Check Sheet, Control Chart, Histogram, Pareto Chart, Plan Do 

Check Act (PDCA), Quick Response Quality Control (QRQC), Root Cause Problem Solving (RCPS), 

Statistical Process Control (SPC) 

• Other methods 
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– Best Practices, Bottleneck Detection, Continuous Improvement (CI), Data Mining, Enterprise Resource 

Planning (ERP), Failure Mode and Effect Analysis (FMEA), Good Idea System, Manufacturing 

Execution System (MES), Methods Time Measurement (MTM), Performance Management, Simulation, 

Six Sigma, Teamwork, Waste Hunting [20] 

According to Ales et al. the detection of critical points in production lines and taking measures to increase the 

reliability and efficiency is what OEE is calculated for [21]. 

2.3. FMEA and OEE connection  

Ahire and Relkar examined a number of hypotheses regarding the relationship between OEE and FMEA [22]. 

Although these studies are based on data from a very short period of time. For higher OEE percentage and lower 

RPN value the companies use the principle of zero-defect manufacturing (ZDM). The main approaches are: 

• Monitoring of process parameters and in-line measurement 

• Collaborative manufacturing 

• Continuous quality control and focus on prevention 

• On-line predictive maintenance 

• Data storage and analytics 

• Re-configuration and re-organization of production 

• Re-scheduling of production [23, 24]. 

Garza-Reyes et al. analyzed the relationship between OEE and process capability [25]. Relkar and Nandurkan 

attempted to predict the OEE by using Design of Experience (DOE). Their research work indicates that OEE will be 

significantly improved if focus is given on performance rate improvement [26]. Okpala et al. made a descriptive 

analysis and used Pearson correlation for predicting OEE at a pharmaceutical company. The analysis shows that 

performance and quality are significant in predicting the Overall Equipment Effectiveness, unlike Availability that is 

not significant [27]. 

3. Correlation between OEE and FMEA 

Although OEE and FMEA has been known for decades their relationship based on several years of data has not 

been described so far. In this chapter the focus is on the Process FMEA (PFMEA). In the industrial practice, the 

PFMEA will never be finished unless the product is removed from production. This will result in several versions 

being made of the FMEA. When a change is made to the design, application, environment, material, or any process 

step of a product, the FMEA must be updated (e. g. drawing modification, measurement method modification, etc.). 

In the case of customer complaints, the manufacturing, assembly or inspection processes will change, so the 

PFMEA will also be modified. Over a longer period of production, there are plenty of changes that affect OEE and 

FMEA. New product variants are launched, change in the engineering and operator staff, increase of the production 

and assembly experiences, etc. 

3.1. Detailed analysis at the semi-automatic assembly line using Pearson correlation 

Pearson correlation is used to identify potential dependencies [28]. The main question is whether there is a 

relationship between two or more quantitative variables. The general formula used is as follows: 

 

 

𝑟 =
∑(𝑥−�̅�)(𝑦−�̅�)

√∑(𝑥−�̅�)2∑(𝑦−�̅�)2
  (3) 
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The possible correlations between OEE and FMEA is analyzed at an automotive seat structure semi-automatic 

assembly line (Fig. 1.). The line has been producing since 2014 and assembling metal seat structure for automotive 

industry.  Assembly line operates in two shifts with twelve operators and with eight automatic stations. The blue 

arrow shows the direction of material flow through twenty workplaces. Since the beginning of production this line 

has been producing the same product, there is no significant difference between the product variants. Although a 

total of one hundred types are assembled in small batch sizes. The average batch number is between 300 and 500 

units. 

 

Fig. 1. Seat structure semi-automatic assembly line 

Based on Manufacturing Execution System (MES), every OEE data is available for different periods. The exact 

availability, performance and quality values can be determined. Data from 87 months (more than 7 years) were used 

in the case study. In terms of FMEA, 40 versions have been created within 7 years. 

 

The correlation analysis method is as follows: 

 

• Determination of OEE components with the support of MES on monthly basis 

• Calculating monthly OEE percentage 

• Overview of all FMEA versions 

• Determining the mean values for severity, occurrence and detection for each version 

• Determining the average RPN values for each version 

• Comparison of OEE contributors and RPN components on monthly basis (Fig. 2.) 

• Correlation analysis, results 

• Conclusions 
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Fig. 2. Comparison of OEE contributors and FMEA components 

To interpret the effect size r of each factor combination Cohen provides the limits shown in Table 1. [29]. 

Table 1. Correlation classes 

Correlation strength Effect size 

No correlation r < 0.1 

Small correlation 0.1 ≤ r < 0.3 

Medium correlation 0.3 ≤ r < 0.5 

Strong correlation 0.5 ≤ r  

 

Applying the method mentioned above, Table 2. shows the correlations between OEE and RPN. All possible 

relationships and value effects (r) are described. Calculation was supported by Excel. 

Table 2. Correlation between OEE and RPN elements 

Relationship Value of effect (r) 

Performance - Risk Priority Number -0.854231 

Performance - Detection -0.802474 

Overall Equipment Effectiveness - Risk Priority Number -0.785982 

Quality - Risk Priority Number -0.764704 

Performance - Occurrence -0.752277 

Overall Equipment Effectiveness - Detection -0.704877 

Quality – Detection -0.695907 

Overall Equipment Effectiveness – Occurrence -0.646216 

Availability - Risk Priority Number -0.639994 

Quality – Occurrence -0.635789 

Availability - Detection -0.577365 

Availability – Occurrence -0.500222 

Performance – Severity  0.550503 

Availability - Severity  0.554767 

Quality – Severity  0.570743 

Overall Equipment Effectiveness - Severity  0.641808 
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In order to be able to analyze the strength of the relationship between the quantitative variables, the effect values 

had to be sorted. Fig. 3. shows the ranking and the value of the effect. 

 

 

Fig. 3. Ranking and correlation between OEE and RPN 

The following were established after the analysis: 

• Based on Cohen’s suggested classes, there is either a strong negative or strong positive correlation 

between all factors 

• TOP 3 strong negative correlation: 

- as performance increases, the RPN number decreases 

- as performance increases, detection average value decreases 

- as OEE percentage increases, the RPN number decreases. 

• TOP 3 strong positive correlation: 

- as OEE percentage increases, the severity average value also increases 

- as quality percentage increases, the severity average value also increases 

- as availability percentage increases, the severity average value also increases. 

• The RPN number continuously decreases during the analyzed period. At first faster (ramp-up period) 

later on slower. 

• OEE percentage continuously increasing during production ramp-up period, later increasing slower and 

shows stabilized period. Fig. 4. shows the monthly OEE and average RPN values from Q2/2014 until 

Q2/2021. 
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Fig. 4. Ranking and correlation between OEE and RPN 

Based on the analysis of long-term data, the increase in the percentage of OEE is closely related to the decrease 

in the monthly average value of RPN. In the case of semi-automatic assembly lines, the systematic use of FMEA 

results in improved efficiency.  

CONCLUSIONS 

Failure Mode and Effect Analysis (FMEA) and Overall Equipment Effectiveness (OEE) are widespread methods 

in the automotive industry. The possible correlations between OEE and FMEA is analyzed at an automotive seat 

structure semi-automatic assembly line. Data from 87 months (more than 7 years) were used in the case study. In 

terms of FMEA, 40 versions have been created within 7 years. The correlation between the contributor of OEE 

(availability, performance, quality) and the components of FMEA (severity, occurrence and detection) is revealed by 

using Pearson correlation. TOP 3 strong negative and positive correlation were identified. Based on the analysis of 

long-term data, the increase in the percentage of OEE is closely related to the decrease in the monthly average value 

of RPN. 
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Abstract 

The Capacitated Arc Routing Problem (CARP) is a combinatorial optimization problem that requires determining the least cost 

route plans on a graph for vehicles subject to some constraints. Dynamic CARP (DCARP) is a variant of CARP that considers 

dynamic changes in the problem during the execution of the plan. Most of the existing works only consider one type of dynamic 

event and when such event occurs, all the route plans are re-planned. Nowadays, technologies can provide nearly instant updates 

on information about the roads (e.g., travel time and road closure). Furthermore, data can be gathered in real time about the traversed 

and served road sections. In this work, a data-driven DCARP framework is proposed, that can handle all the events that can make 

the original schedule infeasible or obsolete. Furthermore, a novel rerouting algorithm (RR1) is also introduced, that aims to find 

the least cost route plans by utilizing a travel and service log and rerouting at most one route plan. The results showed that RR1 

can give solutions fast and the given solutions in around half of the cases have the same cost as the solutions given by the currently 

most accurate routing algorithm. 

Keywords: Dynamic capacitated arc routing problem, Event stream, Virtual task strategy 

1. INTRODUCTION 

The Capacitated Arc Routing Problem (CARP) is a combinatorial optimization problem that requires determining 

the least cost route plan on a road map for vehicles subject to some constraints. The road map, which is represented 

as a graph, contains a set of vertices that are connected by edges and arcs (i.e., directed edges). Each edge and arc 

have a travel cost, and some of them also have demands required to be served by vehicles and service cost, which is 

the cost of serving the demands (that includes the traveling cost too). The edges and arcs with demands are called edge 

tasks and arc tasks or simply tasks. By optimizing CARP, a number of vehicles with limited capacities are assigned 

to the graph to serve all tasks spending the lowest possible total cost. 

CARP has many applications in the real world, such as urban solid waste collection  [1] [2] and winter gritting 

(salting the streets) [3][4], so it always has been a popular research topic. Since CARP is NP-hard [5], exact methods 

are only applicable to small-size instances. For this reason, heuristics and metaheuristics are considered most of the 

times in the literature [6][10].  

CARP belongs to the family of arc routing problems (ARPs) which has many variants. ARP itself is a variant of 

vehicle routing problems (VRPs) [14]. Interested readers can read about the existing variants of ARPs in the annotated 

bibliographies [11] [12] that collected and cataloged them according to their specifics up to 2017, or in the most recent 

literature review [13] that was published in 2021. 
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Dynamic CARP (DCARP) is a variant of CARP that considers dynamic changes in the problem during the 

execution of the plan. In real-life applications, dynamic changes may happen when vehicles are in service, thus 

influencing the execution of the route plan. If a dynamic event drastically affects the current schedule (e.g., a new task 

appears or a vehicle breaks down before it served all the tasks on its route plan), rescheduling of the route plans is 

necessary. Despite its importance, the number of studies that consider dynamic changes during the vehicles’ service 

is relatively small [15] - [23], and the number of studies that consider more than two events is even smaller [16], [23]. 

For a more detailed comparison of these works, see Table 3. in Section 4.3. 

Recently a framework was introduced, which makes it possible to use static CARP algorithms to reschedule the 

route plans of a DCARP instance. Using this framework was proven to be more effective than using the existing 

DCARP solutions, which are usually limited to handle only a few kinds of dynamic events and also suffer from slow 

runtime [23]. However, all these solutions allow only complete rerouting of the current solution, which can be time 

consuming and can also change the route plans of several vehicles, which may confuse the drivers. There is a work 

on VRP that for instance, in case of vehicle breakdown event, modifies the route plan of only one vehicle (to serve 

the unexecuted tasks of the broken down vehicle), and was able to achieve good results [24]. 

The aim of this work is to create a solution for DCARP that 

• utilizes the available data on the vehicles’ activity (i.e., it is data-driven), since there can be differences 

between the route plans and the execution of these plans; 

• can handle the critical events, the events that can make the original schedule infeasible and/or obsolete and 

can make rerouting necessary; 

• reroutes only when it is necessary and during the rerouting process tries to find the least cost route plans but 

it reroutes at most as many route plans of the current solution as it is necessary to make the solution feasible 

again. 

In this work, the possible events that change the instance were collected, then analyzed. Based on the results, three 

event handling algorithms were developed that use the virtual task strategy [23] and a novel rerouting algorithm (RR1) 

that reroutes at most one route plan and (depending on the case) modifies at most two route plans of the current 

solution, while aiming to find the least cost route plans. If a new task appears, then that one task has to be added to 

the solution. Therefore, in such a case, modifying one route plan is sufficient to make the solution current again. If the 

demand of a task increases in an extent that the total demand of the tasks in the route plan exceeds the capacity of the 

serving vehicle, or a vehicle with at least one unexecuted task breaks down, then at least one unexecuted task has to 

be moved into another plan. Therefore, in such cases at least two route plans have to be modified to make the solution 

feasible and current again. However, only one route plan is rerouted (the one that takes over the task(s) in question). 

The algorithms use the travel and service log of the vehicles. The implemented algorithms were tested on a wide range 

of DCARP instances and were compared with existing solutions. 

The paper is constructed as follows. In Section 2, the problem formulation of DCARP for this work is introduced. 

In Section 3, the data sources for DCARP are described. In Section 4, the possible dynamic events that change the 

instance are analyzed. In Section 5, the developed algorithms (the event handling algorithms and the rerouting 

algorithm) and the modified virtual task constructor algorithm are introduced. In Section 6, the methods are described, 

that were used to generate events for testing the algorithms. In Section 7, the results of the experiments are presented. 

Finally, in Section 8, the paper is concluded.  

2. PROBLEM FORMULATION OF DCARP 

In this section, the problem formulation of DCARP for this work is introduced. It is mainly based on the 

mathematical formulation introduced for DCARP in [23], but there are some differences. 

2.1. Scenario 

A DCARP scenario is composed of a series of DCARP instances I = {I0, I1, …, Im, …, IM}, where M is the number 

of dynamic events that occurred and changed the current DCARP instance (i.e., created a new DCARP instance). Each 

DCARP instance corresponds to a problem state, which contains all the information regarding the state of the road 

map and vehicles involved in the routing problem, and highly depends on the previous instance and the execution of 

the solution. 
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The initial problem instance I0 is fundamentally a static CARP, since in it all vehicles are located at the depot. The 

initial solution can be obtained from a static CARP solver, then this solution can be started to be executed. During the 

execution, due to occurrence of dynamic events some changes happen at random time points, thus changing the 

problem instance and requiring a new solution to be found. Vehicles then continue to serve tasks from the positions 

they had stopped (stop points) following the new solution. DCARP terminates when all tasks are performed, and all 

(working) vehicles have returned to the depot. 

In a DCARP scenario, usually, the main objective is to achieve a schedule plan for each DCARP instance, which 

has an execution cost as low as possible. In this work, the main objective is to achieve a schedule plan that keeps the 

number of modified route plans low (at most one) between the consecutive DCARP instances, and the secondary 

objective is to keep the total cost as low as possible. 

2.2. Instance 

In the existing works on CARP, there is no consensus on the type of the graph; some works assume an undirected 

graph [9], others a directed graph [10], and another ones a mixed graph [6], [7]. To be able to handle all three types 

of graphs, in this work a mixed graph is assumed. 

A static CARP instance I is usually defined the following way:  

𝐼 = (𝑉, 𝐸, 𝐴, 𝐸𝑅 , 𝐴𝑅, 𝑣0, 𝑄, 𝑁, ℎ𝑒𝑎𝑑, 𝑡𝑎𝑖𝑙, 𝑑𝑐, 𝑖𝑛𝑣, 𝑖𝑑, 𝑑𝑒𝑚, 𝑠𝑐) 

where  

• (V, E, A) is the mixed graph with a set of vertices V, a set of (undirected) edges E, and a set of arcs (directed 

edges) A.  

• ER ⊆ E is the set of required edges, AR ⊆ A is the set of required arcs and they jointly define the tasks. 

Although an edge task has two arcs, it should be served only once, in either direction. 

• The tasks need to be served by a fleet of N identical vehicles with capacity Q, whose route starts and ends in 

the depot vertex v0 (v0 ∈ V).  

• Each arc a ∈ (E∪A) has a head vertex head(a), a tail vertex tail(a) and a dead-heading or traversing cost 

dc(a) (i.e., the cost of crossing the arc without serving it).  

• Each arc task t ∈ (ER∪AR) in addition has a unique identifier id(t), positive demand dem(t) (it indicates the 

load necessary to serve the task) and service cost sc(t) (i.e., the cost of crossing and serving the task, the 

traversing cost is included in this cost). Each arc task t ∈ ER (i.e., originally edge task) also has an inverse 

task tinv = inv(t), that is on the inverse arc (i.e., head(t) = tail(tinv) and tail(t) = head(tinv)), but has the same 

demand and service cost (i.e., dem(t) = dem(tinv) and sc(t) = sc(tinv)). 

For a DCARP instance additional information is needed to be stored as well, such as the current location of the 

outside vehicles and their remaining capacities, which could be different for each vehicle. This problem can be fixed 

by the virtual task strategy introduced in [23], which converts a DCARP instance to a virtual static CARP instance by 

using ”virtual tasks”. A virtual task is an arc that connects the depot with the current location of the vehicle (i.e., its 

head vertex is v0 and its tail vertex is a v ∈ V, assuming that every vehicle is currently located at a vertex at the time 

when an unexpected event occurs). Since it is “virtual”, it cannot be traversed, so it has an infinite traversing cost. 

Furthermore, since it is a “task”, it has demand and service cost. In [23], the service cost of a virtual task is defined as 

the minimal traversing cost from the depot to the current position of the vehicle, and the demand is defined as the 

difference between the maximum capacity and the remaining capacity of the vehicle. In this work, the service cost of 

the virtual task is defined as the total cost (traversing and serving cost) produced by the vehicle so far according to the 

travel and service log (Section 3.1), and the demand is defined as the total demand served by the vehicle so far also 

according to the log. Although the demand is calculated in a different way, the resulting value is the same (served 

demand + remaining capacity = maximum capacity, so served demand = maximum capacity - remaining capacity, 

where the remaining capacity refers to the capacity of the vehicle that still can be used to serve tasks, not taking into 

account the total demand of the unexecuted part of the current route plan). However, the service cost is very different. 

In this work, a DCARP instance Im is defined the following way: 

𝐼𝑚  =  (𝑉, 𝑣0, 𝐴, 𝑇, 𝑇𝑣 , 𝑄, 𝐻, 𝐻𝑓 , 𝑅, 𝑅𝑒 , 𝑟𝑡, 𝑟𝑣, ℎ𝑒𝑎𝑑, 𝑡𝑎𝑖𝑙, 𝑑𝑐, 𝑖𝑛𝑣, 𝑑𝑒𝑚, 𝑠𝑐, 𝑚𝑑𝑐) 

where  
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• V is the set of vertices and v0 (v0 ∈ V) is the depot vertex. 

• A is the set of arcs that contains each edge as two arcs (i.e., one arc for each direction). The arcs and the edges 

are easily distinguishable with the inv function, since it can only be interpreted for edges. For instance, if e = 

(vi, vj) is an edge, then both e and inv(e) = (vj, vi) are members of A, if vi, vj ∈ V. 

• T is the set of tasks. Just like in A, the edge tasks are defined with two arc tasks. As it was mentioned before, 

for an edge task, only one of its arcs has to be served. The total number of tasks that need to be served is 

denoted by Nt. 

• Tv is the set of virtual tasks. Since virtual tasks need to be updated for the outside vehicles that are still in 

service wherever a new instance is created, virtual tasks are preferred to be stored separately from normal 

tasks. 

• H is the set of identifiers of the vehicles, which are identical with capacity Q. 

• 𝐻𝑓 ⊆ 𝐻 is a set of identifiers of the currently free vehicles, the vehicles that (based on the travel and service 

log) are currently in the depot. It is used during the event processing and route plan rerouting process to 

assign vehicles to new route plan(s).  

• R is the set of identifiers of the route plans of the solution of the previous DCARP instance Im-1. 

• 𝑅𝑒 ⊆ 𝑅 is a set of identifiers of the route plans where (permanently or temporarily) more tasks cannot be 

added, since the route is already finished (i.e., the vehicle which was executing it returned to the depot) or 

the vehicle which was executing it broke down. It is used during the rerouting process to prevent the used 

algorithm from adding tasks to these route plans. The routes that cannot serve tasks are kept in the solution 

for two reasons: (1) for the total cost computation and (2) if the route plan was executed by a vehicle, which 

broke down before serving all its tasks, and later it restarts, then it can continue serving its remaining tasks 

or other tasks before returning to the depot. Furthermore, (3) if the broken down vehicle have to be visited 

by another vehicle to take the goods, but this is not considered in this work, since the goods are homogeneous. 

• rt : R → Tv is a function that assigns to the identifiers of the route plans their current virtual task. For instance, 

if x is a route plan identifier (i.e., x ∈ R), then rt(x) is the current virtual task of x (i.e., rt(x) ∈ Tv). 

• rv : R → H is a function that assigns to the identifiers of the route plans the identifiers of the vehicles that are 

executing them. One vehicle might be assigned to multiple route plans. In such case, the route plan with the 

greatest identifier value is the currently executed plan and the rest are the previously executed, already 

finished plans. Therefore, the identifier of the currently followed route plan of the vehicle with identifier y 

∈ H is xcurr = max{ x | x ∈ R, rv(x) = y }, where x is an identifier of an existing route plan (that is element 

of the domain of the function rv). One route plan might not have a vehicle assigned to it yet, if currently there 

are no free vehicles available to execute the plan. In such cases rv(x) = -1, where x is an identifier of an 

existing route plan (i.e., x ∈ R). 

• The functions head, tail, dc, inv, dem, and sc are defined the same way as in a static CARP instance. 

• The function mdc(vi,vj) returns the minimal total traversing cost from node vi to node vj, if vi, vj ∈ V. These 

values are calculated with Dijkstra’s algorithm. 

The optimization of DCARP aims to reschedule the plan to serve the tasks that were not served yet with minimal 

cost considering both outside and depot vehicles. 

2.3. Solution 

A solution for a DCARP instance can be expressed as a set of routes, where the routes are sequences of the tasks 

that need to be visited in the given order. The consecutive tasks are connected by the shortest paths (i.e., paths with 

minimal total dead-heading cost). 

A solution for DCARP can be expressed as S = {r1, r2, …, rK}, where K is the number of routes. The task sequence 

represented by a given route rk can be expressed as rk = (v0, tk,1, tk,2, …, tk,lk, v0), where the vehicle starts from and 

returns to the depot v0, and lk denotes the number of tasks served by route rk. For outside vehicles, tk,1 is a virtual task 

(i.e., tk,1 ∈ Tv). 
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2.4. Objective and constraints 

The objective of DCARP is to minimize the total cost of the solution subject to the defined constraints. The total 

cost of a solution S is calculated with the following formula below (1), where (2) is the total dead-heading cost and 

(3) is the total service cost of route rk.  

𝑇𝐶(𝑆) = ∑ 𝐷𝐶(𝑟𝑘)𝐾
𝑘=1 + 𝑆𝐶(𝑟𝑘) (1) 

𝐷𝐶(𝑟𝑘) = 𝑚𝑑𝑐 (𝑣0, ℎ𝑒𝑎𝑑(𝑡𝑘,1)) + ∑ 𝑚𝑑𝑐(𝑡𝑎𝑖𝑙(𝑡𝑘,𝑖), ℎ𝑒𝑎𝑑(𝑡𝑘,𝑖+1))
𝑙𝑘−1
𝑖=1 + 𝑚𝑑𝑐(𝑡𝑎𝑖𝑙(𝑡𝑘,𝑙𝑘

), 𝑣0) (2) 

𝑆𝐶(𝑟𝑘) = ∑ 𝑠𝑐(𝑡𝑘,𝑖)
𝑙𝑘
𝑖=1  (3) 

 

A DCARP solution has to satisfy three constraints, which are the same constraints as in static CARP. Therefore, a 

solution S has to satisfy the following constraints: 

• Each route served by one vehicle must end at the depot.  

• Each task is served exactly once. Therefore, the total number of tasks served on each route has to be equal 

to the total number of tasks that have not been served yet Nt and the total number of virtual tasks |Tv|: 

∑ 𝑙𝑘

𝐾

𝑘=1

= 𝑁𝑡 + |𝑇𝑣| 

 

And a task cannot be served more than once, neither in the same route nor in another route: 

𝑡𝑘,𝑖 ≠ 𝑡𝑦,𝑗 , ∀(𝑘, 𝑖) ≠ (𝑦, 𝑗) 

where rk and ry are route plans within the same solution, tk,i is the i-th task in the route plan rk, and ty,j is the 

j-th task in the route plan ry. 

• The total demand for each route served by one vehicle cannot exceed the vehicle’s capacity. Therefore, the 

total demand for each route has to be smaller or equal to the capacity of the vehicle. 

∑ 𝑑𝑚(𝑡𝑘,𝑖)

𝑙𝑘

𝑖=1

≤ 𝑄, ∀𝑘 ∈ {1, 2, … , 𝐾} 

3. EVENT STREAMS AND LOGS 

In terms of process mining, an event log represents the observed behavior of a process, which contains a finite 

number of events. Every event has an activity and a case identifier (that identifies the context in which the activity 

was executed) recorded, but they can contain additional information as well (e.g., resource, which is the 

person/machine who executed the event). An event stream is defined as an (infinite) sequence of events, where an 

event (also called observable unit) is an n-tuple of a case identifier, an activity identifier and some additional 

information about the event (i.e., attributes of the event). From the observed events on the event stream, an event log 

can be constructed. 

3.1. Travel and service event stream and log 

In case of a (D)CARP instance, executing the route plans can be seen as a process where events are generated by 

vehicles when they start or finish traversing or serving a road segment. Therefore, the activity is traversing/serving an 

arc/edge of the graph and the resource is the vehicle. To make the processing of an event easier, the arc (for edges, 

the corresponding arc of the edge) and whether it was served or only traversed are stored in separate attributes. 

Therefore, an event (or an observable unit) is constructed as follows: 

1. the time point when the traversing/serving of the road segment started/completed, it can be represented 

multiple ways; 

2. the unique identifier of the vehicle, preferably an integer number; 



Proceedings of IAC in Budapest 2021       ISBN 978-80-88203-24-7 

 
 

69 

3. the arc a ∈ A (or the arc of the edge) which was traversed/served by the vehicle, it is represented as a tuple 

of the head node and tail node of the arc; 

4. a bit value that indicates whether the arc was only traversed (0) or served (1), too. 

For instance, “(25, 7, (2, 8), 1)” means the vehicle identified by 7, served the arc with head node 2 and tail node 8 

in the 25-th minute. The time point is represented as the minutes passed since the execution of the first 

traveling/serving event (i.e., the first event was executed in the 0-th minute). 

In this work, for the sake of simplicity, it is assumed that events are generated only when the vehicle starts 

traversing/serving an arc/edge and no dynamic events can occur that disturb the completion process of the currently 

executed activity. Therefore, a vehicle can breakdown only right after completing its current activity or right before 

starting the next one. Furthermore, an activity can only be correctly and fully completed (i.e., all of the demand on the 

arc/edge is served). 

The travel and service log σ contains the events of the data stream as a sequence, in the order of observation. 

3.2. “Change in problem” event stream 

In this work, it is assumed that when a dynamic event occurs while the solution of the current problem is being 

executed, the necessary information about this event arrives through an event stream, the “change in problem” event 

stream. This information is different for every event, so there is not a general structure description. However, all the 

events must contain the time point when they occurred, so it can be determined that in which state the execution of 

the solution of the problem was (according to the travel and service log) when the change happened. It is important 

that the way of representation (the format) of the time point has to be the same as in the travel and service log. In the 

scope of this work, only three events are considered in greater detail: task appearance, demand increase and vehicle 

breakdown (for the reason and for a detailed description of the events, see Section 4). 

For a task appearance event, the followings are expected: 

1. the arc (or one of the arcs of an edge) a ∈ A where the new task appeared; 

2. demand of the new task; 

3. service cost of the new task. 

For a demand increase event, the following are expected: 

1. the arc (or one of the arcs of an edge) a ∈ A where the demand increased; 

2. the increment in the demand of the task; 

3. the increment in the service cost of the task; 

For a vehicle breakdown event, only the identifier of the broken down vehicle is expected. 

4. ANALYZING THE POSSIBLE EVENTS 

Assumptions: 

• The traveling cost of an edge/arc is determined by the length of the corresponding road segment (static value) 

and the state of the traffic there (dynamic value).  

• The service cost of a task edge/arc is determined by the traveling cost and the cost of the subtasks within the 

task (dynamic value). The cost of the subtasks within a task is determined by the demand. Therefore, if the 

demand increases/decreases, the service cost increases/decreases, as well. 

• The road segments with tasks cannot be closed (since it would make the problem unsolvable), and if a road 

segment without task gets closed, it does not change the reachability property of the graph (i.e., there is 

always a path between node A and B, if A, B ∈ V). 

The possible events can be divided into two main groups, based on what type of component of the problem they 

are related to; the road segments (i.e., the graph) or the vehicles. In Section 4.1, the possible events related to road 

segments, and in Section 4.2, the possible events related to vehicles are analyzed. In Section 4.3, conclusions are made 

and the existing publications on D(C)ARP are compared based on which type of dynamic events they consider. 
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4.1. Analyzing the possible events related to road segments 

If a road gets closed, the corresponding road segment(s) will not be traversable anymore. Since this situation is 

temporary, instead of removing the corresponding edge(s) and arc(s), only their traveling costs are changed to infinite 

value (inf). It does not make rerouting necessary, but it can make the route plans infeasible in the current solution, if 

the affected edge(s) and arc(s) are supposed to be traversed throughout according to at least one of the plans. In such 

cases, the shortest path between the affected tasks should be recalculated with the new cost values, then the route plans 

in question should be updated in the solution. In case the new shortest path between two tasks includes one or multiple 

unexecuted task(s) of the route plan, the task(s) in question can be inserted there (so the order in which the tasks are 

executed changes), then the shortest paths between the affected tasks should be recalculated again. The solution still 

might not become optimal, but it becomes feasible.  

If a road gets opened, the corresponding road segment(s) will be traversable again so their traveling costs are 

changed (based on the length of the road and the state of traffic there) to new values. It does not make rerouting 

necessary and has no effect on the feasibility of the current solution. However, rerouting can improve the current 

solution, if using the opened road segments in the route plans decrease the total cost. 

If the traffic decreases on a road or road segment, it decreases the traveling cost of the corresponding edge(s) and 

arc(s). Furthermore, if any of these edge(s) and arc(s) have unserved tasks, then their service cost decrease, too. It 

does not make rerouting necessary and has no effect on the feasibility of the current solution. However, rerouting can 

improve the current solution, if using the affected road segments in the route plans decreases the total cost. 

If the traffic increases on a road or road segment, it increases the traveling cost of the corresponding edge(s) and 

arc(s). Furthermore, if any of these edge(s) and arc(s) have unserved tasks, then their service cost increases, too. It 

does not make rerouting necessary and has no effect on the feasibility of the current solution. However, rerouting can 

improve the current solution, if using other road segments instead of the affected road segments in the route plans 

decrease the total cost. 

If a task is canceled (i.e., no subtasks left) on a road segment, the corresponding edge/arc is removed from the 

required edges/arcs. It does not make rerouting necessary, but makes the current solution obsolete. The canceled task 

should be removed from the corresponding route plan of the solution, and then it should be updated with the shortest 

path between the preceding and the following task of the removed task (according to the plan). Rerouting can further 

improve the updated solution, if serving the tasks in the modified route plan in another order decreases the total cost. 

If a new task appears on a road segment that did not have any tasks before (or the tasks were already served 

beforehand), the corresponding edge/arc is added to the required edges/arcs with the defined service cost and demand. 

It makes rerouting necessary and the current solution obsolete, since in the current solution the new task is not planned 

to be served and it is not self-evident in which route plan should the new task be added to. 

If the demand increases on a road segment, the demand also increases on the corresponding edge/arc task and the 

service cost may increase too. It makes rerouting necessary and the current solution infeasible, if the demand of the 

task increased in an extent that the total demand of the tasks in the route plan exceeds the capacity of the vehicle. 

If the demand decreases on a road segment, the demand also decreases on the corresponding edge/arc task and the 

service cost may decrease too. It does not make rerouting necessary and has no effect on the feasibility of the current 

solution. However, rerouting can improve the current solution, if the task with its decreased demand now can be served 

by another vehicle with lower total cost. 

Table 1. Summary of the possible events related to road segments and their effect(s) on the problem 

Event Effect on the problem Modification Rerouting 

road closed traveling cost dc of the affected edge(s) and arc(s) changes to inf (from x) yes* no 

road opened traveling cost dc of the affected edge(s) and arc(s) changes to x (from inf) no no 

traffic decreased decreases the traveling cost dc of the affected edge(s) and arc(s)  

(for unserved tasks, decreases the service cost sc too) 

no no 

traffic increased increases the traveling cost dc of the affected edge(s) and arc(s) 

(for unserved tasks, increases the service cost sc too) 

no no 

task cancellation removes the edge/arc from the required edges/arcs yes no 

task appearance adds the edge/arc to the required edges/arcs with demand d and service cost sc yes yes 

demand increased increases demand d of the edge/arc task by Δd and the service cost sc by Δsc yes* yes* 

demand decreased decreases demand d of the edge/arc task by Δd and the service cost sc by Δsc no no 



Proceedings of IAC in Budapest 2021       ISBN 978-80-88203-24-7 

 
 

71 

The possible events related to road segments are summarized in Table 1. In the “Modification” column, it is 

indicated whether modification of the current solution is necessary. Likewise, in the “Rerouting” column, it is 

indicated whether rerouting is necessary. The asterisk means conditional answer (i.e., modification/rerouting is 

necessary only if the effect of the event on the solution/problem satisfies a condition). 

4.2. Analyzing the possible events related to vehicles 

If a vehicle breaks down, the number of available vehicles decreases by one. It makes rerouting necessary and the 

current solution infeasible, if the vehicle still has unserved tasks on its route plan. 

If a broken down vehicle restarts, then the number of available vehicles increases by one. It does not make rerouting 

necessary and has no effect on the feasibility of the current solution. However, rerouting can improve the current 

solution, if the restarted vehicle can serve a subset of the unserved tasks with lower total cost than the other vehicles. 

The possible events related to vehicles are summarized in Table 2. Just like in Table 1, in the “Modification” 

column, it is indicated whether modification of the current solution is necessary. Likewise, in the “Rerouting” column, 

it is indicated whether rerouting is necessary. The asterisk means conditional answer (i.e., modification/rerouting is 

necessary only if the effect of the event on the solution/problem satisfies a condition). 

Table 2. Summary of the possible events related to vehicles and their effect(s) on the problem 

Event Effect on the problem Modification Rerouting 

vehicle breakdown the number of available vehicles decreases by one 

(if it has unserved tasks, they should be served by another vehicle(s)) 

yes* yes* 

vehicle restart the number of available vehicles increases by one no no 

4.3. Conclusions 

In this section, the possible events were collected and analyzed in the scope of their effect on the problem. For each 

event, it was examined whether modification of the current solution and rerouting is necessary in case of their 

occurrence to obtain a feasible solution. In a few cases (i.e., road closure and task cancellation events), updating of 

the current solution can be easily achieved with simple algorithms so rerouting is not necessary. In another few cases 

(i.e., task appearance, demand increased, and vehicle breakdown events), updating of the current solution requires a 

more complex algorithm, so rerouting is necessary. From now on, these events are collectively called critical events. 

In the table below (Table 3), the possible events and literature on D(C)ARPs are shown. The content of the table is 

mainly based on the literature review on DARPs in [13]. The numbers in the header are references to the publications. 

The marks (X) indicate that the referred publication considers that event. The asterisk on the right side of the name of 

an event indicates that the event might be named differently in the referred publications, but nonetheless has the same 

effect on the problem. The critical events are indicated in bold, and events that none of the publications considers are 

colored gray. It can be seen, that only the most recent publication on DCARP [23] considers all the critical events. 

Furthermore, it is the publication that considers most of the possible events. 

Table 3. The possible events and literature on D(C)ARPs 

Event [15] [16] [17] [18] [19] [20] [21] [22] [23] 

road closed  X X     X X 

road opened         X 

traffic improved*         X 

traffic worsened*  X     X  X 

task cancellation X X  X      

task appearance X X   X X   X 

demand increased  X X      X 

demand decreased          

vehicle breakdown        X X 

vehicle restart          
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In the scope of this work, algorithms were developed to reroute the route plans of the current solution when events 

occur that make it necessary. These algorithms are introduced in the next section (Section 5). 

5. DEVELOPED ALGORITHMS 

In this section, three event handling algorithms are introduced that use the virtual task strategy [23] and RR1, a 

novel rerouting algorithm that reroutes at most one route plan of the current solution, while aiming to find the least 

cost route plans. The algorithms use the travel and service log of the vehicles, since there can be differences between 

the route plans and the execution of these plans. 

The algorithms that handle the task appearance event, the demand increased event and the vehicle breakdown event 

are described in Section 5.1, Section 5.2 and Section 5.3, respectively. The algorithm that updates the virtual tasks in 

the current instance and solution is described in Section 5.4 and the RR1 rerouting algorithm is described in Section 

5.5. For the sake of simplicity, error handlings are omitted from the algorithmic descriptions. 

5.1. Handling the Task Appearance Event 

The algorithm that handles the task appearance event can be seen in Fig. 1. The inputs of the algorithm are the 

current instance I, the current solution S, the travel and service log σ, the index of the last processed event in the log σ 

(iσ), and the information about the new task: the arc/edge where the task appeared (a), the demand of the new task 

(dema) and the service cost of it (sca), respectively. 

First, the served tasks are removed from the set of tasks T (line 2) and the virtual tasks are updated in both the 

current instance I and the solution S (line 3), then the new task is added to the given arc (lines 4-6). If the arc a is 

actually one of the arcs of an edge (i.e., the given arc a has an inverse arc inv(a), so the arc a is an element of the 

domain of the inv function, a ∈ dom(inv)), then the task is added to the inverse arc inv(a), too (lines 7-10). S1 is a 

solution that does not contain the new task and S2 is a solution that contains the new task in a new route (line 11).  

The RR1 algorithm tries to insert the new task into one of the current routes of S1 while keeping the route change 

cost (i.e., the change in the total cost of the solution) minimal (line 12). If none of the outside vehicles have enough 

capacity or adding the task to an existing route is more expensive than adding it to a new route, then S2 will be the 

new solution S. Finally, the algorithm returns the updated instance and the new solution (line 13). 

 

 

Fig. 1. Algorithm for handling the task appearance event 

5.2. Handling the Demand Increased Event 

The algorithms that handles the demand increased event can be seen in Fig. 2. The inputs of the algorithm are the 

current instance I, the current solution S, the travel and service log σ, the index of the last processed event in the log σ 

(iσ), and the information about the task in which the demand increased: the arc/edge where the task is (a), the increment 

in the demand of the task (Δdema) and the increment in the service cost of it (Δsca), respectively. 
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First, the served tasks are removed from the set of tasks T (line 2) and the virtual tasks are updated in both the 

current instance I and the solution S (line 3), then the current demand dem(a) and the service cost sc(a) values of the 

given arc task are increased by the given increment values (lines 4-5). If the arc task a is actually one of the arcs of an 

edge task (i.e., the given arc a has an inverse arc inv(a)), then the demand and the service cost values of the inverse 

arc task are increased, too (lines 6-8). 

Next, it is checked whether the vehicle still has enough capacity to serve all the remaining tasks on its route where 

the task with increased demand is included (lines 9-15). For this, the index of the route plan (i) in which the task is, 

has to be found (lines 9-12), then the load of the vehicle (i.e., the sum of the demands of all the tasks on the route ri) 

is calculated (line 13). Assuming that the vehicle starts empty in case of collection service (e.g., urban waste 

collection), and full in case of distribution service (e.g., salting the streets), if the load does not exceed the maximum 

capacity Q of the vehicle, then the solution S1 is still feasible, so it can be returned with the updated instance I (lines 

14-15). Otherwise, rerouting is needed. The task with increased demand a is removed from the solution S1 (line 16), 

then added to a new route and recorded as solution S2 (line 17). Therefore, S1 is a solution that does not contain the 

task a and S2 is a solution that contains the task a in a new route. 

The same way as in the task appearance event case (Section 5.1), the RR1 algorithm tries to insert the task into one 

of the current routes of S1 while keeping the route change cost (i.e., the change in the total cost of the solution) minimal 

(line 18). If none of the outside vehicles have enough capacity or adding the task to an existing route is more expensive 

than adding it to a new route, then S2 will be the new solution S. Finally, the algorithm returns the updated instance 

and the new solution (line 19). 

 

 

Fig. 2. Algorithm for handling the demand increased event 

 

5.3. Handling the Vehicle Breakdown Event 

The algorithm that handles the vehicle breakdown event can be seen in Fig. 3. The inputs of the algorithm are the 

current instance I, the current solution S, the travel and service log σ, the index of the last processed event in the log σ 

(iσ), and the identifier of the broken down vehicle (i), respectively. 

First, the served tasks are removed from the set of tasks T (line 2), the virtual tasks are updated in both the current 

instance I and the solution S (line 3), and the identifier of the broken down vehicle is added to the set of IDs that 

cannot serve tasks Re (line 4). In this case, the updateVirtualTask function returns two solutions, S1 and S2, and a list 

of tasks Ti that were included in the route plan of the broken down vehicle i and are not served yet. The solution S1 

does not contain the tasks of Ti and S2 contains them in a new route. If the broken down vehicle does not have any 
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unserved tasks (i.e., the size of Ti is 0) (line 5), then S1 is returned as the new solution with the updated instance I (line 

6). Otherwise, rerouting is needed. 

The goal of the RR1 algorithm is to minimize the number of modified route plans while keeping the total cost 

minimal. Therefore, it tries to insert the tasks of Ti into one of the current route plans of S1 while keeping the route 

change cost (i.e., the change in the total cost of the solution) minimal (line 8). If none of the outside vehicles have 

enough capacity or adding the tasks to an existing route is more expensive than adding them to a new route, then S2 

will be the new solution S. Finally, the algorithm returns the updated instance and the new solution (line 9). 

 

 

Fig. 3. Algorithm for handling the vehicle breakdown event 

5.4. Updating Virtual Tasks 

The algorithm for adding and updating virtual tasks updateVirtualTasks can be seen in Fig. 4. The construction 

process of the virtual tasks is mainly based on the “Pseudocode of constructing virtual tasks” (Algorithm 2) in [23], 

but there are some differences which are described in more detail in Section 2.2.  

The inputs of the algorithm are the current instance I, the current solution S, the travel and service log σ, the index 

of the last processed event in the log σ (iσ), and the identifier of the broken down vehicle ie (only in the case of vehicle 

breakdown event, otherwise -1 is given), respectively. 

First, the solutions S1 and S2, and the sequence Te that will store the unserved tasks of the broken down vehicle are 

initialized (lines 2-4), then the iteration starts in the route plans of the current solution to construct and add virtual 

tasks to them or update the previous ones (lines 6-50). (Note: S2 and Te are used only in the case of vehicle breakdown 

event.) 

First, the identifier of the vehicle ik that executes the route plan rk is obtained with the rv function (line 6). Next, 

the variable vk that will store the current position of the vehicle is initialized (line 7), along with the updated version 

of the route (r), the total cost (tc) and total demand (tdem) variables (line 8-10), that will store the change in the total 

cost and demand of the route rk, respectively. As it was mentioned before, it is assumed that the current position of 

the vehicle is on a vertex. 

Next, by iterating over the new events in the travel and service log σ (i.e., the events that are not processed yet, 

based on iσ), the new events that were executed by the vehicle are obtained and examined one-by-one (line 11-24). In 

each step, the current position of the vehicle (vk) is updated (line 12), then it is checked whether the vehicle finished 

its current route (i.e., reached the depot) (line 13). In such a case, the identifier of the route (k) is added to the set Re 

(which contains the identifiers of the routes that are finished or got suspended) (line 14). If there are any route plans 

for which no vehicle was assigned yet (line 15), then the identifier of the vehicle (ik) is assigned to the oldest one of 

them (i.e., to the route plan with the smallest identifier) with the function rv (lines 16-17). Otherwise, the identifier of 

the vehicle (ik) is added to the set that contains the identifiers of the free vehicles (line 19). Regardless of the current 

position of the vehicle, if the vehicle only traveled throughout arc a (i.e., b = 0), then only the traveling cost dc(a) is 

added to the total cost tc (lines 20-21). If the vehicle served arc a (i.e., b = 1), then the service cost sc(a) is added to 

the total cost tc and the demand dem(a) is added to the total demand tdem (lines 22-24). Here it is assumed that one 

arc/edge can be served by only one vehicle (i.e., a task cannot be divided into subtasks and be executed partially). 

Next, the (new) virtual task vt is constructed, but only if the vehicle moved since the last time the virtual tasks were 

updated (i.e., the variable vk does not have its initial value, so there is at least one new event generated by the vehicle) 

(line 25-39). There are two cases: (1) there is already a virtual task assigned to the route plan rk and (2) there is no 

virtual task assigned to the route plan yet (since it was started to be executed only recently). In both cases, the (new) 

virtual task vt is constructed the same way (line 26) and its head, tail, and dc are defined the same way as well (lines 
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27-29). However, in case (1), the service cost (sc) is calculated as the sum of the service cost of the previous virtual 

task (sc(rt(k))) and the change in the total cost since then (tc) (line 31). The demand is calculated likewise (line 32),  

 

 

Fig. 4. Algorithm for adding virtual tasks 
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then the old virtual task is removed and the new one is added to the set of virtual tasks Tv (line 33). In case (2), the 

service cost is equal to change in the total cost (line 35) and the demand to the change in the total demand (line 36). 

Since it is the first virtual task of the route, it is added to the set of virtual tasks Tv without removing another one (line 

37). As final steps (in both cases), the new virtual task is assigned to the identifier of the route plan (line 38), then 

added to the updated route plan r (line 39). 

If the vehicle did not move, but it has a virtual task (line 40), then its current virtual task is the same as the previous 

one. Therefore, the previous virtual task rt(k) is added to the updated route plan r (line 41). 

After the virtual task is constructed and added to the route plan r, the unserved tasks of the previous route plan are 

added one-by-one (lines 42-44) finished by the dummy task v0 (line 47), then added into the new solution S1 (line 48). 

In the case of vehicle breakdown event, the unserved tasks of the broken down vehicle are collected into Te (lines 45-

46). Furthermore, a solution S2 is created too, which does not contain the unserved tasks of the broken down vehicle 

(S1 contains them in a new route) (lines 49-50). 

Finally, the algorithm updates the index of the last processed event in the log σ (i.e., iσ) (line 51), then returns the 

updated instance I, the new solution S1, and the updated log index iσ (lines 54-55). In case of vehicle breakdown event, 

solution S2 and the sequence of the unserved tasks of the broken down vehicle Te are returned, too (lines 52-53). 

5.5. RR1 rerouting algorithm 

The algorithm of rerouting RR1 can be seen in Fig. 5. The inputs of the algorithm are the current instance I, the 

candidate solutions S1 and S2, and the sequence of tasks Tr that needs to be inserted into solution S2. The solution S1 

contains all the tasks from Tr in a separate route plan and the solution S2 does not contain any of the tasks from Tr, 

hence this algorithm tries to insert them into S2 the most cost effective way. 

First, the total demand of the tasks in Tr is calculated (lines 2-4), then the identifiers of the route plans are collected 

into the set ids that have enough remaining capacity to serve all the tasks in Tr (lines 5-8). The load on a route of a 

vehicle (i.e., the sum of the demands of the served tasks and the tasks that are planned to be served) is calculated with 

the load function from the corresponding route plan in S2. Just like in Section 5.2, it is assumed that a vehicle starts 

empty in case of collection service (e.g., urban waste collection), and full in case of distribution service (e.g., salting 

the streets). If there is no route plan with enough capacity (i.e., ids is an empty set), then the tasks can only be added 

to a new route plan, hence S1 is returned as the new solution (lines 9 and 50). The tasks can certainly fit into one new 

route plan, since it is assumed that only one vehicle can break down at a time (i.e., in one event) and that the vehicles 

are homogenous (i.e., they have the same maximum capacity). Otherwise, for each vehicle i in ids, the algorithm tries 

to insert the tasks of Tr one-by-one into the position that generates the less extra cost (lines 11-39). 

First, the variables that store the best solution S and best total cost tc so far are initialized with solutions S1 (line 9) 

and its total cost (line 11), then the iteration starts in the ids. For each vehicle i in ids, the best solution is temporarily 

stored in Si and the total cost of it is tci. In each iteration step, these variables are initialized with solution S2 and the 

total cost of it (lines 13-14), then the iteration over the tasks of Tr starts. For each task a in Tr, the best position is 

searched within the route plan ri (lines 15-39). For this searching process, the smallest total cost change Δtci of the 

insertion of task a within route plan ri, the position of this insertion ja, and whether the task a should be inverted inva 

are stored temporarily. These variables are initialized with the values infinity, -1 and False, respectively (lines 16-18). 

Next, the iteration of the possible positions within the route plan ri starts (lines 19-31). Task a can be inserted only 

between the dummy tasks and only after the virtual task. For each position j, the total cost change of insertion of task 

a to position j within the route plan ri (i.e., Δtci1) is calculated (line 20). If task a is an edge task, then the total cost 

change of insertion of inv(a) (i.e., Δtci2) is calculated as well (lines 22-23). If j is the best position to insert task a 

within the route plan ri so far (i.e., with j smaller total cost change can be realized than with ja), then it will be the new 

best position (line 24-27). The same applies to inv(a) (lines 28-31). After all the positions are examined, task a (or 

inv(a) if inva  = True) is inserted with the function insert to the known best position ja within the route plan ri of the 

solution Si (lines 32-35). The total cost tci of the solution Si is also increased by the smallest known total cost change 

Δtci (i.e., the total cost change after the insertion of the task) (line 36). After all the tasks in Tr are inserted into solution 

Si, the algorithm checks if this solution is better (i.e., has smaller total cost) than the currently known best solution S 

(line 37). If the solution Si is better, then it becomes the new best solution and the total cost of it becomes the new best 

total cost (lines 38-39).  

After all the route plans are examined, if the best solution is to put all the tasks into a new route (i.e., S1) (line 40), 

then the identifier for the new route is created (line 41) and added to the set of route identifiers R (line 42). Next, its 

virtual task rt is initialized with its default value (line 43). If there are any free vehicles available (line 44), then one 

of them is assigned to the new route plan (lines 45-47), otherwise rv is initialized with its default value (line 49). 
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After all the route plans are examined and (in case of new route insertion) the instance is updated, the updated 

instance I and the best solution S are returned by the algorithm (line 50). 

 

 

Fig. 5. The RR1 rerouting algorithm 
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6. GENERATING EVENTS 

To be able to test the developed DCARP framework, the event handling algorithms, and the RR1 rerouting 

algorithm, travel and service logs with various content and length, and events with various event data have to be used. 

For this reason generators were developed for the travel and service log and the discussed three events. The travel and 

service log generator constructs a log with random length, based on the given initial DCARP instance and its solution. 

Since the initial DCARP is a static CARP, the initial solution can be obtained by using solvers for static CARP (e.g., 

[7], [9]). The event generators attempt to create events randomly, based on the log and the given DCARP instance.  

6.1. Generating the travel and service log 

As it was described in Section 3.1, the travel and service log is assumed to be a sequence of events, where an event 

contains information about the time point when the vehicle started to travel/serve the arc, the vehicle (the unique 

identifier of the vehicle), the traversed/served arc, whether the arc was only traversed (0) or served (1), too (by the 

vehicle). 

The events in the log are generated by simulating the execution of the given solution sequence S. Since S contains 

only the served arcs, the traversed arcs are added based on the shortest paths between the served arcs. Assuming that 

the traversing cost and the service cost of the arcs are defined by the time spent on serving/traversing them, the total 

cost so far is used as the time point of the events and also in the stopping condition of the execution of each route. To 

provide diversity in the generated logs, the total cost where the execution of a route plan stops (crc) is chosen randomly 

in the range 0 - max_route_cost, where max_route_cost is the total cost of the most expensive (i.e., the most time 

consuming) route plan among the route plans of the given solution S. Therefore, if the value of crc is 0, then the log 

will be empty, since the execution of the route plans is not started yet. Likewise, if the value of crc is max_route_cost, 

the log will be complete, since the execution of all the route plans is finished. 

The algorithm of generating the travel and service log works as follows: 

1. Get the cost of the most expensive route plan among the route plans of the given solution S. → 

max_route_cost 

2. Choose a number between 0 and max_route_cost randomly. → crc 

3. Iterate over the route plans of the solution S (in parallel) and add the served/traveled arc to the log only if the 

sum of the service/traversing cost of the arc and the total cost so far of the route does not exceed crc. → log 

4. Return log. 

6.2. Generating data for the task appearance event 

As it was described in Section 3.2, for the task appearance event, the arc (where the task appeared), the demand of 

the task, and the service cost of the task are recorded. The arc can only be a currently unrequired arc, so the arc is 

either unrequired since the beginning, or it is a previously required arc, that has already been served (based on the 

travel and service log).  

To provide diversity in the generated events, the arc (nt_arc) is chosen randomly from the currently unrequired 

arcs (unrequired_arcs). The demand (nt_dem) is also chosen randomly in the range 1 – Q, since the demand has to be 

greater than 0 and it cannot exceed the maximum capacity of the vehicles (otherwise, it would be impossible to serve 

the task, assuming that a task can be served by only one vehicle). For the sake of simplicity, the service cost of the 

task (nt_sc) is defined to be the same as the traversing cost of the arc. The time point (nt_time_point) of the occurrence 

of the event is defined to be the same as the time point of the (currently) last event in the travel and service log. 

If there are not any currently unrequired arcs, the task appearance event cannot happen, so no such event is 

generated by the generator. 

The algorithm of generating data for the task appearance event works as follows: 

1. Get the currently unrequired arcs (including the arcs of the edges), the unrequired arcs and required (task) 

arcs that have already been served (based on the log). → unrequired_arcs 

2. If unrequired_arcs is empty, then return. 

3. Choose the time point of the last event in the travel and service log as the time point of the occurrence of this 

event. → nt_time_point  
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4. Choose an arc from the unrequired_arcs randomly. → nt_arc 

5. Choose a number between 1 and Q (i.e., the maximum vehicle capacity) as the demand of the new task. → 

nt_dem 

6. Choose the value of the service cost of the new task as the traversing cost of nt_arc. → nt_sc 

7. Return nt_time_point, nt_arc, nt_dem and nt_sc. 

6.3. Generating data for the demand increased event 

As it was described in Section 3.2, for the demand increased event, the arc (where the demand increased), the 

increment in the demand of the task, and the increment in the service cost of the task are recorded. The arc can only 

be a currently required arc, so the arc is either required since the beginning, or it is a previously unrequired arc, that 

got task assigned by a task appearance event and is not served yet (based on the travel and service log).  

To provide diversity in the generated events, the arc (dit_arc) is chosen randomly from the currently required arcs 

(required_arcs). Assuming that an increase in the demand increases the service cost of the task in the same rate, the 

increment in the demand (dit_dem_inc) and the increment in the service cost (dit_sc_inc) is calculated using the same 

percentage (increase_percentage). The value of increase_percentage is chosen randomly in such a way, that it has to 

increase the demand at least by 1 (otherwise, there is no increase in the demand) and it will not make the new value 

of the demand exceed the maximum capacity of the vehicles Q. The time point (dit_time_point) of the occurrence of 

the event is defined to be the same as the time point of the (currently) last event in the travel and service log. 

If there are not any currently required arcs, the demand increased event cannot happen, so no such event is generated 

by the generator. 

The algorithm that generates data for the demand increased event works as follows: 

1. Get the currently required arcs (including the arcs of the edges), the arcs that have not been served yet (based 

on the log). → required_arcs 

2. If required_arcs is empty, then return. 

3. Choose the time point of the last event in the travel and service log as the time point of the occurrence of this 

event. → dit_time_point 

4. Choose an unserved task arc from required_arcs randomly. → dit_arc 

5. Choose an increase percentage for the demand and service cost of the chosen task randomly in such a way, 

that it will increase the demand at least by 1 and it will not make the new value of the demand exceed Q 

(maximum vehicle capacity). → increase_percentage 

6. Calculate the increase in the demand of the task using increase_percentage. → dit_dem_inc 

7. Calculate the increase in the serving cost of the task using increase_percentage. → dit_sc_inc 

8. Return dit_time_point, dit_arc, dit_dem_inc and dit_sc_inc. 

6.4. Generating data for the vehicle breakdown event 

As it was described in Section 3.2, for the vehicle breakdown event, only the identifier (ID) of the broken down 

vehicle is recorded. A vehicle can break down only if it is still outside on the road (i.e., not in the depot).  

To provide diversity in the generated events, the identifier of the broken down vehicle (vb_id) is chosen randomly 

from the identifiers of the outside vehicles (outside_vehicles). The time point (vb_time_point) of the occurrence of the 

event is defined to be the same as the time point of the (currently) last event in the travel and service log. 

If there are not any vehicles currently outside, the vehicle breakdown event cannot happen, so no such event is 

generated by the generator. 

The algorithm that generates data for the vehicle breakdown event works as follows: 

1. Get the set of IDs of the vehicles that are currently outside (based on the log). → outside_vehicles 
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2. If outside_vehicles is empty, then return. 

3. Choose the time point of the last event in the travel and service log as the time point of the occurrence of this 

event. → vb_time_point 

4. Choose a vehicle ID from outside_vehicles randomly. → vb_id 

5. Return vb_time_point, vb_id. 

7. EXPERIMENTS 

The proposed approach was implemented in Python 3.7 and tested in version 3.3.6 of Spyder development 

environment. The tests were performed on a laptop PC with Windows 10 operation system, equipped with an Intel(R) 

Core(TM) i5-3320M 2.60 GHz 2-core CPU and 8 GB of RAM. 

7.1. Experiment Setup 

The implemented solution was tested on the real-life based EGL benchmark test set of static CARP instances [3]. 

The instances originate from the data of a winter gritting application in Lancashire (UK). To obtain the solutions for 

the initial DCARP instances (which are fundamentally static CARP instances), the hybrid metaheuristic approach 

(HMA) [9] was used. Furthermore, for the comparison of a complete rerouting algorithm with a minimal rerouting 

algorithm like RR1, HMA was used as well. The travel and service logs and the events were generated with the 

algorithms introduced in Section 6. 

The testing process for each CARP instance was carried out as follows: 

1. Obtain solution S0 for instance I0 using HMA. 

2. Generate a travel and service log σ from S0 (Section 6.1). 

3. Generate a task appearance event based on σ (Section 6.2), then call the event handler for task appearance 

events (Section 5.1). The event handler returns the new instance Ia and the solution Sa
RR1 for the new instance, 

which was calculated by RR1 algorithm (Section 5.5). 

4. Generate a demand-increased event based on σ (Section 6.3), then call the event handler for demand increased 

events (Section 5.2). The event handler returns the new instance Ib and the solution Sb
RR1 for the new instance, 

which was calculated by RR1 algorithm (Section 5.5). 

5. Generate a vehicle breakdown event based on σ (Section 6.4), then call the event handler for vehicle 

breakdown events (Section 5.3). The event handler returns the new instance Ic and the solution Sc
RR1 for the 

new instance, which was calculated by RR1 algorithm (Section 5.5). 

6. For each instance created by the event handling algorithms (i.e., Ia, Ib and Ic), calculate the solutions with the 

HMA as well. 

7. Repeat from Step 2 the given number of times.  

7.2. Result Analysis 

The results of the tests were quite varied. For better representativeness, the results can be seen for the egl-e1-A 

instance in Table 4, Table 5, and Table 6, for the task appearance events, the demand increase events, and the vehicle 

breakdown events, respectively. In all the three tables, the first few columns contain the data that make it possible to 

reconstruct the inputs: the travel and service log (with crc), the task appearance event (with nt_arc, nt_dem, and nt_sc), 

the demand increase event (with dit_arc, dit_dem_inc, and dit_sc_inc), and the vehicle breakdown event (vb_id). The 

“RR1” column contains the best total cost calculated by RR1 algorithm. Likewise, the “HMA” column contains the 

best total cost calculated by the HMA algorithm. The lowest (best) values are indicated in bold. The “diff.” column 

contains the difference between the best total cost calculated by the RR1 and the HMA algorithms (i.e., RR1 - HMA). 

The best total cost of the initial solution is 3548. It can be seen that for all the three events the results are quite varied.  

For the task appearance events and the vehicle breakdown events, the RR1 algorithm gave competitive results, 

since it gave the same quality result in half of the cases (in a few cases it even gave better quality results) than the 

HMA algorithm. Moreover, the RR1 algorithm guaranteed to remove only the necessary tasks from the problematic 
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route plan to add them to at most one route plan, while the HMA could remove any kinds of tasks from any route 

plans, and then add them to different route plans. 

The implemented RR1 algorithm has a much faster calculation time, than the HMA. However, it must be noted, 

that the original implemented version of the HMA was not available, so it had to be implemented based on its 

algorithmic description (in [9]). Therefore, it is likely to have errors that decrease its effectiveness. 

Table 4. The best total costs calculated by RR1 and HMA after task appearance events in egl-e1-A 

crc nt_arc nt_dem nt_sc RR1 HMA diff. 

315 (25, 75) 58 16 4113 3989 124 

315 (46, 45) 67 12 3911 3900 11 

356 (43, 42) 11 11 3720 3642 78 

379 (42, 57) 20 14 3698 3666 32 

406 (2, 1) 62 32 3612 3628 -16 
409 (73, 74) 40 25 4302 3939 363 

419 (9, 8) 37 26 3858 3665 193 

427 (32, 31) 5 58 3664 3677 -13 
436 (24, 22) 64 4 4050 4050 0 

439 (15, 14) 99 7 4097 4097 0 

457 (6, 5) 46 8 3774 3774 0 
490 (41, 40) 207 9 4098 4098 0 

517 (22, 75) 66 24 4090 4090 0 

520 (21, 51) 89 2 4008 4008 0 

522 (39, 35) 67 7 4116 3738 378 

 

Table 5. The best total costs calculated by RR1 and HMA after demand increased events in egl-e1-A 

crc dit_arc dit_dem_inc dit_sc_inc RR1 HMA diff. 

326 (32, 34) 36 36 4318 4037 281 
344 (54, 52) 3 3 3551 3551 0 

345 (50, 52) 1 1 3549 3549 0 

374 (52, 54) 2 2 3550 3550 0 
376 (68, 66) 23 23 3571 3571 0 

384 (44, 45) 6 6 3567 3554 13 

415 (46, 47) 9 9 3975 3557 418 

431 (44, 59) 11 11 3885 3559 326 

449 (32, 35) 11 11 4280 3559 721 

468 (35, 32) 65 65 4334 4326 8 

490 (44, 46) 2 2 3636 3550 86 

490 (32, 33) 28 28 4289 3674 615 

493 (59, 44) 5 5 3879 3553 326 

516 (35, 32) 24 24 4293 3670 623 

545 (35, 41) 4 4 3552 3612 -60 

 

Table 6. The best total costs calculated by RR1 and HMA after vehicle breakdown events in egl-e1-A 

crc vb_id RR1 HMA diff. 

305 2 4124 4076 48 

311 1 4060 4012 48 

342 2 4204 4122 82 

344 0 4096 4096 0 

364 0 4096 4096 0 

399 4 4004 4017 -13 

451 2 4282 4261 21 

463 0 3718 3639 79 

490 2 4282 4261 21 

495 3 3548 3548 0 

506 0 3621 3561 60 

507 1 3874 3548 326 

523 2 4261 4261 0 

540 0 3548 3548 0 

541 2 4282 4282 0 
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CONCLUSION AND FUTURE WORKS 

In this work, the possible events that change the current CARP instance were collected, then analyzed. Based on 

the results, a framework for data-driven DCARP was developed with three event-handling algorithms to handle the 

events that can make the original schedule infeasible or obsolete. To minimize the changes made in the route plans, a 

minimal rerouting algorithm, the RR1 algorithm was developed. RR1 aims to find the least cost route plans by utilizing 

the travel and service log and rerouting at most one route plan of the vehicles. The implemented algorithms were 

tested on a wide range of DCARP instances and the RR1 algorithm was compared with an existing solution. The 

results showed that RR1 can give solutions fast, that in around half of the cases have the same cost as the solutions 

given by the currently most accurate complete rerouting algorithm, the HMA. 

In this work, RR1 was compared to only one complete rerouting algorithm. In the future, it will be compared with 

other algorithms as well. Furthermore, it will be tested with more realistic travel and service logs that do not follow 

the route plans completely. 
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Abstract 

This paper presents an overview of the 2021 global energy crisis. It has been shown that a combination of post-COVID recovery, 
depleted fossil fuel energy reserves and extreme weather conditions led to a surge in global demand for energy. Fossil fuel energy 
reserves were depleted and were not sufficiently replenished due to the need to transition from fossil fuel energy to renewables. 
Failure to replenish fossil fuel energy reserves led to unavoidable energy shortages. Energy demand rose to unprecedented levels 
and the shortage could not be filled by renewables, thereby triggering the energy crisis or energy supply crunch. The energy crisis 
or energy crunch witnessed in the UK and some parts of Asia and Europe showed how the energy transition can have ripple effects 
across every corner of society. The energy crisis demonstrates, in part, that renewable energy is not yet fully developed, and is not 
ready to meet the ever-growing global demand for energy by households and corporates. There is need to consider calls to 
slowdown the energy transition until the renewable energy sector is fully developed and ready to meet the ever-growing global 
demand for energy. Slowing down the transition to renewables is a step in the right direction in light of recent events.  

Keywords: Energy Crisis, Energy Transition, Renewable Energy, Climate Change, Fossil Fuel, Net Zero, Emission, Carbon Neutrality, United 

Kingdom, China. 

1. INTRODUCTION 

Climate change and the need to decarbonize the energy ecosystem has led to the need to attain net-zero carbon 

emission. This agenda is supported by the United Nations’ COP26 and the Paris Climate Accords. Fossil fuel energy 

has served mankind for more than 200 decades. Fossil fuel energy powered the industrial revolution of the 1700s to 

1800s. 

Recently, research has linked greenhouse gas emission and global warming to activities powered by fossil fuel energy 

(see Reijnders and Huijbregts, 2007; Karmaker et al, 2020; Martins et al, 2018). As a result, countries have taken steps 

to tackle climate change by reducing their stock of fossil fuel energy and increasing their stock of renewable energy 

resources (Lazarus and van Asselt, 2018; Leonard et al, 2020). This has led to the emergence of several innovations, 

policies and events aimed at growing the renewable sector while abandoning the fossil fuel energy sector.  

Renewable energy has its merits. The most important merit is that renewable energy does not pollute the atmosphere 

unlike fossil fuel energy (Goldemberg, 2006). The transition to renewable energy has been widely discussed among 

policy makers, and investors are willing to invest in corporations that take into account ESG factors. Investment in 

the renewable sector is growing rapidly, and there have been considerable improvements in battery technology. Yet, 

battery technology is not yet sufficiently advanced to store large amounts of energy, and to provide the power needed 

to meet national energy demands or to serve the national grid. At the same time, the fossil fuel industry has been 

relatively ignored as investors are moving away from the sector, leading to a fall in fossil fuel energy reserves. This 
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created a vacuum. Subsequently, the post-COVID recovery and the lifting of pandemic-era restrictions led to 

unprecedented increase in energy demand which could not be met by renewables that were either undeveloped or 

developing, and could neither be met by depleted fossil fuel reserves which had been ignored due to energy transition 

advocacy. Excess energy demand amid depleted global fossil fuel energy reserves led to an energy crisis in countries 

like the UK, China, Lebanon and many more. 

The challenge that countries around the world now face is to cut fossil fuel emissions to ensure that net zero carbon 

emission targets are met while also ensuring that countries have guaranteed energy supply to avoid any unwanted 

socio-economic fallouts of energy shortages. The 2021 global energy crisis has shown that achieving such task is not 

very easy.  

The rest of the paper is structured as follows. Section 2 discusses the spread of the energy crisis. Section 3 presents 

some country-specific cases. Section 4 highlights some general effect of the crisis on some sectors of the economy 

and section 6 concludes. 

2. GLOBAL ENERGY CRISIS SPREADS 

The price of Brent oil rose above $80 a barrel at the end of September 2021 for the first time in three years. This shows 

that global demand was rising faster than supply amid depleting energy inventories. The increase in oil price could 

add inflationary pressure to the global economy. The rising oil price was generating speculation that the oil industry 

isn’t investing enough to increase supplies to reduce the high oil price. Due to the de-carbonization agenda, investors 

wanted high returns on investment instead of higher output. For this reason, they moved capital to renewable energy 

sectors that offered good returns. 

2.1. Europe 

In Europe, the price of electricity increased by over 200% in Spain, and similar increases were recorded across the 

EU, particularly in the winter season. Multiple factors were responsible for the increase in the price of electricity such 

as: low natural gas stockpiles, low overseas shipments, and sluggish maintenance work that put nuclear generators 

and other plants offline. Further increases in electricity prices sparked protests by consumers. To resolve the energy 

crisis in Europe, many European countries such as Spain, Italy, Greece and the UK, adopted national measures to 

avert the crisis, such as offering subsidies to energy providers and imposing price caps, in order to shield citizens from 

rising electricity costs as their economies recover fully from the COVID-19 pandemic.  

2.2. Asia 

In Asia, India and China witnessed unexpected shortage of coal for utilities. The Chinese government began to ration 

power supply to factories in multiple Chinese provinces since June. Meanwhile, in India, more than 70% of power is 

generated from burning coal. India faced coal shortages in August as the inventory of coal with power plants reached 

critically low levels. The total coal stock in India fell to 8.317million mt in August from 37.41 million mt in January 2021, 

according to India’s Central Electricity Authority. The 8.317million mt can only meet energy demand for five days. The Indian 

government resolved the situation by diverting coal away from non-power uses so that coal supply is only available 

for power-uses. The implication is that non-power users of coal will not have access to coal energy. Indian households 

were also affected by the rise in the price of global oil products when demand for cooking gas, petrol and diesel grew 

to about 11% in August.2 

 

 

2 https://www.moneycontrol.com/news/business/explained-why-europe-and-china-are-facing-an-energy-crisis-and-how-it-

affects-india-7523541.html 
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2.3. Africa 

African countries are helping some European countries to build up their energy reserves amid the global shortage. For 

example, Spain relied on Algeria for some of its supplies of natural gas. Algeria supplies natural gas to Spain through 

Morocco while Morocco takes 7 per cent of the gas that is delivered to Spain through Moroccan pipelines since 1996. 

Recently, a diplomatic conflict between Algeria and Morocco led the two countries to sever ties with each other. This 

led Algeria to find an alternative route to supply natural gas to Spain, and this will come at higher cost to Spain thereby 

increasing the cost of natural gas in Spain. Moving towards Southern African, South Africa is the largest producer 

and exporter of coal in Africa. 86% of South Africa’s electricity came from coal alone, compared to the global average 

of 34%, surpassing India which generates 71% of its electricity from coal. The G-20 has increased pressure on South 

Africa to reduce its coal resources so that the country will be COP26 compliant. Other African countries that are 

heavily reliant on coal for electricity generation include Botswana and Zimbabwe. 

2.4. Middle East 

In the Middle East, the energy crisis hit countries such as Lebanon. In Lebanon, the imported fuel reserves dried up. 

This made fuel become a scarce commodity in mid-2021. It led to power outage across the country, forcing people to 

adjust to life without electricity. Lebanon has capacity to produce around 3600 megawatts of electricity but it currently 

produces about 700 megawatts, which is less than 50%. The implication is that Lebanon will rely on imported energy 

from Jordan, Syria and neighbouring countries, and will be exposed to volatile global energy prices. 

3. SPECIFIC COUNTRY CASES 

3.1. China 

The combination of a post-COVID recovery and unusually hot weather increased electricity consumption in China in 

mid-2021.China witnessed its worse power outage in a decade. Over 20 factories in China’s 31 provinces witnessed 

unexpected episodes of shutdown and slowdown due to loss of power as the energy crisis affected businesses and 

households.3 Millions of households in North-East China were without power for a few days while others were without 

power for many hours, making it difficult to find electricity to heat or light their homes. 

Prior to the energy crisis, China consumed more than 3 billion tonnes of thermal coal annually, but the total coal 

inventory at major power-generation groups during the crisis, in September, was 11.31 million tonnes which is enough 

to meet demand for only two weeks.4 Consequently, output, orders and employment fell in September 2021.Also, the 

gap between China’s coal inventory and the daily coal consumption began to widen in April. Notably, the 

manufacturing purchasing manager’s index (mPMI) in September fell below the 50-point mark to 49.6. This was the 

largest contraction in factory activity in China since the pandemic in February 2020. The fall in output was due to 

slowdown in high-energy consuming industries, such as factories that process metals and oil products. The Chinese 

manufacturing sector was also affected by rising costs, production bottlenecks and electricity rationing. To meet 

supply shortfall, China purchased coal from countries such as Mongolia, Indonesia and Russia to meet the surging 

domestic demand although it had banned coal import from Australia prior to the energy crisis. The ban of coal imports 

from Australia led to coal shortage of 35 million tonnes of high-quality coal in the year of the ban. Presently, 70 per 

cent of China’s imported coal is from Indonesia with an energy value of 3,800 kcal/kg. 

The energy crisis in China was caused partly by the government’s plan to decarbonize Chinese heavy industries and 

reduce pollution in response to the climate emergency movement. The goal is to stop energy firms from producing 

electricity using dirty coal that pollutes the atmosphere so that China can achieve the carbon-neutral target by 2060. 

 

3 https://www.scmp.com/economy/china-economy/article/3150457/china-power-crisis-thermal-coal-inventory-nears-record-low 
4 https://www.scmp.com/economy/china-economy/article/3150457/china-power-crisis-thermal-coal-inventory-nears-record-low 
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The government imposed controls on emissions which increased energy production costs. The implication is that 

many energy producers will produce energy at a loss. It discouraged producers from increasing supply. Financial 

institutions also reduced lending to businesses that used coal to produce electricity. These series of actions led to 

energy supply bottlenecks, and highlights the economic consequence of the current de-carbonization and decoupling 

agenda on China’s economy. The de-carbonization regulations in China caused the energy crisis in China because it 

reduced coal production. It is also important to note that energy crisis in China is not a production problem. Rather, 

the restrictions imposed on fossil fuel products by the government led to supply shortfalls which led to rising cost of 

electricity. Government restrictions on coal also made it difficult to replenish coal that have been used up. 

3.2. UK 

Prior to the crisis, the UK provided government policy support for the transition from the old economy (fossil fuel 

economy) to the new economy (renewables) in the UK. This led to capital flight from fossil fuel businesses and led to 

an influx of capital to the renewables energy sector. Investors began to invest in ESG compliant renewable energy 

companies in the UK. With insufficient capital for fossil fuel businesses, it became difficult for fossil fuel businesses 

in the UK to finance their operations and boost production. Some fossil fuel businesses sought bailouts and they didn’t 

get it. It forced them to layoff many workers including truck drivers. Then the energy crisis became severe in August 

2021 just after COVID-19 pandemic restrictions were fully lifted. It led to a surge in energy usage in the cold winter 

in the UK. The excess demand for gas could not be met by the depleted natural gas inventories and low wind speeds 

in the UK. This led to gas shortages. External factors such as Brexit also contributed indirectly to the UK energy crisis 

as it made it difficult for the UK to import cheap gas supply from neighboring European countries. Brexit also made 

it difficult for heavy-goods-vehicle (HGV) drivers to enter the UK to drive trucks and help with the wholesale 

distribution of gas to many gas stations. As a result, Brexit contributed to the shortage of HGV truck drivers in the 

UK at the time. 

Presently, the UK does not have a homegrown renewable energy sector. The UK still relies on fossil fuels and has 

significant exposure to volatile global gas prices. Some European countries which the UK rely on for some of its gas 

supply witnessed severe gas production challenges or shortages. As a result, these countries had fewer stock of gas to 

export to the UK. There were also political issues such as the decision of the EU to block the Russia-linked Gazprom’s 

Nordstream 2 pipeline from passing through Europe to sell oil to European markets. This further reduced Europe’s 

stock of gas reserves, leaving little for export to other European countries like the UK. The combination of a post-

COVID recovery and low wind speed during the cold winter increased the demand for gas in the UK. In August 2021, 

there was a surge in energy usage in the cold winter in the UK leading to a gas supply crunch. Due to the eminent 

supply shortages, wholesale gas prices rose by 250% in January, and by over 70 percent in August 2021. The UK 

regulator capped the price that could be charged to consumers by energy providers. This restriction then has led to the 

collapse of four small energy companies as they couldn’t increase retail energy price to cover their cost of operation. 

In a nutshell, the energy crisis in the United Kingdom manifested as a gas supply crunch that was caused by a 

multiplicity of factors. To resolve the crisis, the UK government can either bail out the fossil fuel energy companies 

or remove the cap limit on gas prices to allow gas prices to increase even higher for customers. The government also 

announced that it will offer 5000 visas to HGV drivers so that they can help with the distribution of existing gas 

reserves to several gas stations. 

CONCLUSION 

This paper discussed the cause of the 2021 global energy crisis. The crisis was caused by a multiplicity of factors 

beginning with the de-carbonization campaign and the energy transition. The urgency to scale renewable energy led 

to a painful energy crisis today as most consumers still rely on fossil fuel to meet their energy needs. There are lessons 

to learn from the 2021 energy crisis. Subsequent climate action against fossil fuel will have disruptive effects on 

consumers during the transition process. Government support for clean energy via renewables will come at a cost 

during the transition, and governments must be prepared to mitigate the effect. 
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Abstract 

This paper studies the impact of internal audit on financial performance in the context of the banking sector in Albania. The impact 

of internal audit on financial performance is an interesting topic that has become the focus of many academic studies. Unlike other 

sectors that attract only the attention of investors and shareholders, internal audit in the banking industry is interesting to many 

parties, such as borrowers, depositors and policy makers. One of the reasons is the essential role of the banking industry in 

influencing the economic situation in the country. To investigate the effect of internal audit on financial performance where 

financial performance was taken as a dependent variable and internal audit was considered as an independent variable with 

indicators (audit independence, standards, control and competencies) the linear regression model was used (SPSS). The main 

finding of the paper shows that internal audit standards have a greater impact on financial performance than audit independence. 

 
Keywords:  Albania, Audit Independence, Audit Standards, Banking Sector, Internal Audit. 

1. INTRODUCTION 

     The internal auditor plays the role of an important partner that helps the relevant organization meet its objectives 

by bringing a systematic and disciplined approach to evaluating and improving risk management, control and 

governance processes that lead to improved financial performance (Sauer, Schneider, Sheikh and Simione, 2013). The 

financial sector in Albania and more specifically commercial banks have experienced a contraction in the last two 

years 2017-2018. Their number from sixteen banks has gone up to twelve. The financial sector is seeing internal audit 

as an alternative way to influence the bank's financial performance. But, as in any endeavor, there are successes and 

failures, and the banking sector has demonstrated this quite well. The internal audit syndrome in the Albanian banking 

sector has entered in recent years. Although it is thought that internal audit leads to increased financial performance 

for the bank and their transformation into strong actors in the regions and the banking environment, the conditions in 

which this internal audit process is carried out affect and transform the banking sector and also affect confidence of 

customers, investors and shareholders, therefore should be valued (Bota and Palfi, 2009). The ability of banks to 

increase their market power and benefit from internal audit enhances their financial performance (Sikka, Filling and 

Liew, 2009). Financial performance requires appropriate risk-based auditing practices, ie an effective and efficient 

internal audit (Schneider, 2010). Internal audit also plays an important role in the stability, performance and ability of 

the bank to provide liquidity in difficult market conditions (Song, 2011). The purpose of this paper is to analyze the 

impact of internal audit on financial performance, specifically in a commercial bank in Albania, by how the 

implementation of internal audit affects financial performance. 

 

2. LITERATURE REVIEW  

      In essence, auditing is represented as a process designed to assess the reliability and information of a company's 

financial statements (Carey, Subramaniam and Ching, 2006). Gacon (2013) argues that performing audit work 

according to international auditing standards contributes significantly to audit effectiveness. Carey, Subramaniam and 
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Ching (2006) found that compliance with professional standards is the most important contributor to value added. 

According to Cai Arena and Azzone, (2009) independence is the essence of auditing. An international auditor should 

be independent of both the staff and the operational activities of an organization (Ima, 2015). Otherwise, the integrity 

of the auditor's opinions, conclusions and recommendations would be questionable (Zain and Subramaniam, 2007).  

Thus, independence is necessary for the effective achievement of the internal audit function and objective (Reinstein,  

Lander and Gavin, 1994). This independence is obtained mainly from two characteristics: organizational status and 

objectivity. Abbott, Parker and Peters (2012) in their attempt to provide evidence on the effectiveness of auditing in 

detecting errors affecting the financial statements suggest that all intentional errors are concentrated in a few audits 

and these are quite predictable by the industry. Most of these errors affect the revenues. 

Adekola (2018) researched the impact of internal audit on the financial performance of commercial banks in Kenya. 

The study highlighted that financial performance requires a proper effective and efficient internal audit. From the 

findings, the study concluded that risk-based auditing through internal auditing standards and internal audit staff 

should be increased to enable firms to be able to detect risks in a timely manner and focus on areas of risk. high leading 

to increased transparency and accountability, increasing financial performance. This showed that there is indeed a 

relationship between internal audit and financial performance. Holm and Zaman (2012) emphasized that the existence 

of control is very important, especially in today's conditions with strong competition, which set a premium for reliable 

customer service, for the consideration of cash, for the realization of capital assets and manpower and for other 

reduction costs. 

 

3. RESULTS OF THE ANALYSES  

     In this paper the time horizon used is cross-sectional. In this way, a particular phenomenon is observed at a given 

moment. In this case, the impact of internal audit on employee performance will be measured through questionnaires 

distributed to bank employees. The approach used in the paper is deductive positivist. The reason why this approach 

is the best fit is based on the arguments that what is required to be proven in this paper is based on existing theories 

that show that internal audit has an impact on financial performance and then finds results that support it. The 

questionnaire was distributed to 87 employees of the bank via email, of which 79 employees responded. Most of the 

participants belong to the range of 25-34 years, respectively with 56.3%. Regarding the level of education 74.1% of 

the participants have a master's degree. The work experience of the participants is in the interval 5-10 years with 

47.1%.  

Credibility - To test the reliability of the data, a Reliability Statistics Test was performed, which showed that the 

Cronbach Alpha coefficient has a value of 0.829. According to the test for the data to be reliable Cronbach’s Alpha 

should take values above 0.7 to 0.9 and it is problematic when it takes values above 0.980. The coefficient in the case 

of data is at acceptable levels and it can be said that the data are reliable. 

                                Table 1.  Reliability Statistics 

Cronbach's 

Alpha 

Cronbach's 

Alpha Based on 

Standardized 

Items 

N of Items 

.829 .863 4 

                Source: Author calculations 

Validity of data - To measure validity a factor analysis test is performed, ie KMO and Bartlett ”s Test. The paper seeks 

to measure the impact of financial performance through four constructs: competence, standards, control and 

independence of internal audit. Through the test it is noticed that KMO is 0.636, any value of KMO above 0.5 indicates 

that the data are valid and that it is being managed to measure what is intended to be measured. 

Table 2. KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .636 

 Approx. Chi-Square 93.024 

Bartlett's Test of Sphericity Df 6 

Sig. .000 

                Source: Author calculations 
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H1: Independence of internal audit has a positive effect on improving financial performance. 

To test the first hypothesis, a linear regression analysis was developed where as a dependent parameter is financial 

performance and an independent parameter is the independence of internal audit. The following table gives the value 

of R2 which is 0.550. According to this result, 55% of the change in financial performance is explained by the 

independence of internal audit. 

Table 3. Model Summaryb 

Mod 

el 

R R 

Square 

Adjusted R 

Square 

Std. Error 

of the 
Estimate 

Change Statistics 

R Square 
Change F 

Change 

df1 df2 
Sig. F 

Change 

1 .742a .550 .535 .27845 .550 36.681 1 30 .000 

                 Source: Author calculations 

 

In the table below it is noticed that the confidence level is (sig = 0.000) and F is 36.573 this shows that the model is 

statistically significant. 

 

Tabela 4. ANOVAa 

Model Sum of Squares Df Mean Square F Sig. 

 

 

1 

Regression 2.745 1 2.745 36.573 .000b 

Residual 2.425 30 .078 
  

Total 5.170 31 
 

a. Dependent  Variable: Performance 

Source: Author calculations 

 

To summarize, the model prediction result is as follows:  

                                                                  Y = -1.175 + 1.142X                                                             (1) 

Which means that a one-unit increase in the level of internal audit independence will increase financial performance 

by 1.142 units. So, it can be said that the first hypothesis is proven.  

Table 5. Coefficientsa 

Model Unstandardized Coefficients Standardized 

Coefficients 

t Sig. 

B Std. Error Beta 

 

1 (Constant) -1.175 .796 
 

 
.742 

-1.477 .150 

Q_Pavaresia 1.142 .189 6.056 .000 

a. Dependent Variable: Performance 

                 Source: Author calculations 

 

H2: Auditing standards have a greater impact than audit independence on financial performance. 

To test the second hypothesis, a linear regression analysis was developed where as a dependent parameter is financial 

performance and an independent parameter is internal audit standards. The following table gives us the value of R2. 

The value found is 0.635. According to this result, 63.5% of the change in financial performance is explained by 

internal audit standards. Recall that the independence of internal audit explained 55% of the change in financial 

performance. 

Table 6. Model Summaryb 

Mod 

el 

R R 

Square 

Adjusted R 

Square 

Std. Error 

of the 

Estimate 

Change Statistics 

R Square 

Change F 

Change 

df1 df2 
Sig. F 

Change 
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1 .797a .635 .623 .25086 .635 52.160 1 30 .000 

          Source: Author calculations 

 

The following table shows that the confidence level is (sig = 0.000) and F is 52.160 this indicates that the model is 

statistically significant. To summarize, the model forecast result is as follows:  

                                                        Y = 0.891 + 0.705X                                                                       (2) 

Table 7. Coefficientsa 

Model Unstandardized Coefficients Standardized 

Coefficients 

t Sig. 

B Std. Error Beta 

 

1 
(Constant) .891 .382 

 

 
.797 

2.330 .027 

Q_Standartet .705 .098 7.222 .000 

a. Dependent Variable: Performance 

                Source: Author calculations 

Which means that a one-unit increase in the level of internal audit standards will increase financial performance by 

0.705 units.  

CONCLUSIONS AND RECOMMENDATIONS   

     The impact of internal audit on financial performance is a topic which is recently gaining a lot of importance. 

Various researches put their focus on the impact that each of the four internal audit factors has separately on the 

financial performance where they differ from one industry to another or even within the same industry. Some studies 

show that the independence of internal audit has a positive impact on the financial performance of the organization 

and other studies show that some of the other factors mentioned have a negative impact on financial performance. As 

a result, organizations often find themselves in the dilemma of which of the following factors has the greatest impact, 

which should be given even more importance in order to increase financial performance. The above paper aimed to 

measure the impact that Internal Audit had on the financial performance of the banking sector. A structured measuring 

questionnaire was used, which was distributed to bank employees and the data collected from the questionnaires were 

analyzed with the statistical package SPSS version 20. 

The findings of the paper showed that the independence of internal audit has a statistically significant positive impact 

on financial performance (sig = 0.000), R2 = 55% which means that 55% of financial performance is explained by the 

independence of internal audit and that a a one-unit increase in the level of internal audit independence will increase 

financial performance by 1.122 units. From the testing of the second hypothesis it is noticed that 63.5% of the change 

in financial performance is explained by the internal audit standards. Recall that the independence of internal audit 

explained 55% of the change in financial performance. So, the second hypothesis is not accepted. Based on these 

findings, it can be said that Internal Audit has an impact on the financial performance of the banking sector in Albania. 

Future research can be done in a larger sample and to have more concrete results it is suggested that performance be 

measured not only based on employees' perceptions but also to analyze other indicators whether financial or they can 

be indicators based on estimates. of financial performance realized by the relevant institutions. 
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Abstract 

The Covid - 19 pandemic has completely affected the economic system in the world and in Kosovo in particular. The anti-Covid 

measures taken also affected the functioning of the financial system and to a large extent commercial bank. At the same time it 

was an opportunity to create innovative products that meet the requirements of customers as a result of restrictions. The 

development of Smart products by banks was a big step characterized by competitive advantages and profit at the same time 

creating a stability sufficient operating and liquidity for banks. Research questions: How much has the pandemic affected the 

creation of competitive advantages of banks? Has the pandemic influenced the creation of smart products? The methodology 

consists in the collection of primary and secondary data. The tool for data collection is the structured questionnaire. 

Keywords: New product development, financial system, covid 19, smart products, bank. 

1. INTRODUCTION 

Majority of business people, the ones who are decision makers, regularly think big finding best ways to strengthen 

their companies through updated, trendy and innovative products and services.  Developing new product, although 

it’s a hard process and takes great deal of risk, there are odds of being converted into huge benefits such is gain of 

market share, improving sales of existing products to retain customers or services that company must provide to 

increase funding and to keep its doors open.  When companies consider that the best organization expect to close to 

half of all sales to come from new products commercialized in the last three years, than it is quickly to be realized 

that companies’ developing next winning product or service can’t be left to chance (Goldsmith, 2012).  Where only 

few decades ago the focus was totally on the development of tangible products, nowadays it is about the development 

of ideas, plans, strategies and the creation of solutions instead. At the same time, there is growing emphasis on the 

contribution of products and services to the realization of the global sustainability. This means that new products 

should not be “new and improved”, but “new to improve” the society in which they function (Joore, 2010).  New 

products are central to the success of the modern company.  For example, in 1986 it was estimated that 40% of 

manufacturers sales in the U.S. came from products that firms did not have five years previously.  Further, a study of 

senior executives reveals that, by an eight-to-one majority, they believed their firms would be more depended on new 

products in the future.  Coopers and Lybrand survey reported that most companies are counting heavily on new 

product development for growth and profitability in the years ahead (Cooper & Kleinschmidt, 2011).  According to 

(James and Woelfel, 2000) new products represent the business opportunities for tomorrow, just as firm’s existing 

products represent the business opportunities of today or the business opportunities of yesterday.  According to some 

central banks, these negative processes transferred to the financial sector, mainly to banks, and resulted in a significant 

tightening of the credit policy, as well as a deterioration in the creditworthiness of borrowers, mainly from the SME 

sector.2 

 
* Corresponding author. 
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2. LITERATURE REVIEW 

The pace of technology development and application has “globalized” communication, commercialization and has 

changed the industrial infrastructure through application software such are enterprise resource planning (ERP). It has 

created new industrial products and internet services that have replaced traditional banking services (e.g., ATM-s and 

online capability) (Rafinejad, 2007). New product development in a common context encompasses a large number of 

topics and challenges in a company; such are strategy formulation, deployment, resource allocation, and coordinated 

collaboration among people of different professions and nationalities, and systematic planning, monitoring and 

control. New product development has been an important topic for several business research disciplines, certainly 

economics, marketing, organizational theory, operations management and strategy (Loch & Kavadias, 2008). When 

company develops a new product or service, there is a process that is common to this development, and it can help 

ensure that you make the best product or service for your target audience. The challenge, however, is that some 

entrepreneurs or companies are tempted to skip one of these steps, in the hopes of making the process shorter, but that 

usually ends up short-changing the quality of the product or service they are developing. The reason is that product 

development costs rise greatly in later stages. Therefore, the company would like to go ahead only with those product 

ideas that will turn into profitable products (Claessens, 2015). Understanding the necessity of each phase of new 

product development can give the confidence to stick with it, even during the most frustrating moments (Quain, 2019). 

The strengthening impact of the bank’s size, on the increase in credit risk costs caused by the COVID-19 pandemic, 

was also Sustainability 2021, 13, 11036 4 of 15 confirmed in the study by Borri and di Gorgio, conducted on a sample 

of listed European banks (Borri, N.; di Giorgio, G. , 2021). The banking sector concentrated disturbances experienced 

by both enterprises and households, including job cuts, a decline in commercial real estate prices, decrease in liquidity 

and corporate profitability, drop in central bank interest rates, and an increase in public debt. During the pandemic, 

the impact of these risk factors was particularly enhanced, and the likelihood of their materialization increased 

significantly. (Chetty, R.; Friedman, J.; Hendren, N.; Stepner, M., 2021). 

3. STATISTICAL DATA AND RESULTS 

 

Fig 1. Areas of correspondents 

In the figure of Areas is shown that there are 46% from rural areas and 54% from urban. 

 
España: Madrid, Spain, 2021. Available online: https://repositorio.bde.es/bitstream/123456789/14751/1/be2101-

art02e.pdf (accessed on 2 october 2021). 

54%
46%
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Fig 2. Ages for correspondents 

In this figure are ages for correspondents: From 20-25 are 15%, from 26-31 are 23%, from 32-40 are 33% and over 

40 are 29%. 
        

       Table 1. Definition coefficient of independent and dependent variables 

Model Summary 

Model R R Square Adjusted R Square 

1 .926a .853 .838 

a. Predictors: (Constant)? pandemic covid 19, bank strategy, information management 

system, innovation, plan proactivity 

In this table is presented the coefficient of determination, R = 0.85, while Rsquare 0.84, or the adjusted 

coefficient 0.83X100 = 83%, which means the independent variables explain the dependent variable for 83%. 

Table 2.  significance expressed through anova the explanation F test 

ANOVAa 

Model Sum of Squares Df Mean Square F Sig. 

1 Regression 40.137 4 10.034 158.720 .000b 

Residual 18.650 295 .063   

Total 58.787 299    

a. Dependent Variable:  Smart products in Bank 

 

b.  pandemic covid 19, bank strategy, information management system, proactivity innovation 

b. Predictors: (Constant),  

Here is presented the model of Anova, where the level of significance is 0.000, which shows that the model has 

relevant links. 

 

15%

23%

33%

29%

20-25 26-31 32-40 Over 40

Ages
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Table 3. Regression analysis expressing the impact of independent variables on dependent variable 

Coefficientsa 

Model 

Unstandardized Coefficients 

Standardized 

Coefficients 

T Sig. B Std. Error Beta 

1 (Constant) .116 .066  2.755 .010 

pandemic covid 19, 

 
.183 .074 .238 2.487 .013 

bank strategy .590 .048 1.097 12.297 .000 

information management 

system 
.862 .076 .483 11.410 .000 

Proactivity inovation  

.179 
.050 .373 3.607 .000 

a. Dependent Variable: : Smart products in Bank 

In this table is presented the regression analysis, which shows how many independent variables have an impact on 

the dependent variable, which is explained through the OSL equation, 

Y=Bₒ+B₁X₁+B₂x₂+B₃X₃+B₄X₄+Ui 

In the table 1 are presented coefficients and their significance for the new banking products, the analyses done for 

banking market in Kosovo. Table shows that independent variables that consist: pandemic covid 19, bank strategy, 

information management system, proactivity innovation which all together have impact on dependent variable 

launching new banking products in pandemic times. Based in   research question -Has the pandemic influenced the 

creation of Smart Products? conclusion derived are: Primary hypothesis is rejected and the second hypothesis is 

accepted, thus the interpretation of it provides a result. Pandemic influenced the creation of SMART PRODUCTS. 

 
Table 4. correlation analysis  expresses connectiveness between two variables. 

Correlations 

 

Smart products in 

banks 

competitive advantages 

in pandemics 

 

Smart products in banks Pearson Correlation 1 .432** 

Sig. (2-tailed)  .000 

N 300 300 

competitive advantages in pandemics 

 

Pearson Correlation .432** 1 

Sig. (2-tailed) .000  

N 300 300 
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**. Correlation is significant at the 0.01 level (2-tailed). 

According to this, there is a strong, positive and important relationship between smart products in bank and competitive 

advantages in pandemics at the level sig 0.000 which is less than 5% of the calculated coefficient. From this, we can say 

that there is a positive relationship between these two variables . H2 Stands. 

CONCLUSIONS AND RECOMMENDATION 

Banks in Kosovo need to create a cross-structural communication plan consisting of receiving up-to-date and 

accurate information about customer preferences and at the same time must develop modern innovative techniques in 

terms of launching contemporary smarts banking products. The development of global thinking approaches in 

pursuing strategies for launching new products in the market driven by technology, globalization, trade liberalization 

and homogeneity of customer demands and the pandemic situation. 

• Banks in Kosovo should be oriented towards the development of the information system to create a plan in 

pandemic time.  

•  Buildings creative and innovative ideas to create a smarts products. 

•  Commercial banks should create a strategy which is compatible with customer preferences.  

•  The orientation of new products as competitive advantages in the market. 

• Creating an efficient strategy which is oriented to digital marketing as a promotional instrument of the new 

products 
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